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Abstract—The rapid updates of the resources and media in 
the big data age provide new opportunities for oversea Chi-
nese education. It is an urgent task to effectively use the big 
data to boost the development of oversea Chinese education. 
However, very few studies are conducted in this area. Map-
Reduce is a programming model of cloud computing used 
for the parallel computing of the large-scale data sets and 
this model enables programmers to run their own programs 
in the distributed system. In this paper we proposed a per-
sonalized overseas Chinese education model based on Map-
Reduce mechanism , which can analyze the behavioral hab-
its and personal preferences of users from a large pool of 
Chinese educational resources. In this way, the customer 
needs can be accurately grasped and their favorite resources 
are recommended from huge amounts of resources. The 
proposed model has a good application prospect for over-
seas Chinese education . 

Index Terms—overseas Chinese education, cloud computing, 
Map-Reduce ,online learning, student modeling. 

I. INTRODUCTION 
As the political pluralism, cultural diversity and eco-

nomic globalization are developing rapidly around the 
world in recent years, the comprehensive national power 
of China is also improving and the Chinese rejuvenation 
keeps moving ahead. Meanwhile, the popularization of 
Chinese culture also flourishes and new opportunities are 
presented for the oversea Chinese education. Phenomena 
such as “craze for Chinese language” and “craze for Chi-
nese culture” successively come up in various countries of 
the world, and Confucius Institutes and Confucius Class-
rooms have been established in many regions in recent 
years[1,2]. It shows that a broader development space can 
be explored in the cause of Chinese language and art edu-
cation. Oversea Chinese education and the international 
promotion of Chinese have made great contributions to 
the cause of teaching Chinese as a foreign language. 
However, the teaching resources of Chinese education are 
relatively dispersed and weak abroad, and the educational 
method of Chinese education is too simple because of the 
history and international environment. These factors limit 
the development of the Chinese education, especially the 
overseas Chinese education. Therefore, it is of great sig-
nificance to conduct studies on the reception psychology, 
reception rules and learning motivation of the oversea 
Chinese learners who are different in learning stages, 
groups and backgrounds[3,4]. The results of studies 

should become an inexhaustible driving force for the sus-
tainable development of oversea Chinese education. 

With the mobile internet, intelligent terminal, cloud 
computing and the technologies on internet of things con-
tinuously develop in recent years, the data presents an 
explosive growth and the picture scroll of the big data age 
is unfolding. It has become a main task to make full use of 
the big data technology to obtain its inherent huge value in 
the big data age. Currently, the big data processing has 
been widely applied in the fields such as mobile internet 
[5], medical data management [6], biological recognition 
[7], X-Learning [8],logistic storage [9] and other areas. In 
the big data age, it is a key and difficult point to accurately 
and conveniently retrieve the resources that satisfies the 
users’ individual demands from a large pool of Chinese 
educational resources. 

Cloud computing [10-12]is an emerging business calcu-
lation model that receives the wide attention of the public. 
Hadoop[13,14] is a cloud computing platform to develop 
and parallel process the large-scale data more easily and 
this platform mainly features strong dilatation, low cost, 
high efficiency and good reliability etc. Hadoop platform 
contains two parts: Hadoop distributed file system and 
MapReduce computing model. MapReduce[15] is a dis-
tributed programming model with great efficiency and 
also a realization of processing and generating the large-
scale data set. MapReduce was initially designed by 
Google lab as a distributed parallel computing framework, 
and then the Hadoop distributed computing platform was 
used to realize its open-resource implementations by the 
Apache organization. 

In this paper, we presents an intelligent recommenda-
tion model for oversea Chinese education resource based 
on cloud computing. This paper is organized as follows. 
Firstly, a resource recommendation model for oversea 
Chinese education is presented and some key algorithm of 
our proposed model is implemented. Secondly, we im-
plement the model in the cloud computing environment . 
Finally some discuss and conclusions are given on the 
model. 

II. RESOURCE RECOMMENDATION MODEL FOR 
OVERSEA CHINESE EDUCATION 

In this section , we proposeda resource recommendation 
modelfor oversea Chinese education. Firstly, the students' 
interest information, Browse history and emotional infor-
mation is used asmulti knowledge source to construct 
student's information vector space; secondly, Fuzzy c-
Means algorithm is usedto implementthe clustering of 
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students; Finally, according to the preference of the most 
adjacent three neighbors, the Chinese education infor-
mation is recommended. The proposed model is shown in 
Figure 1. 

 
Figure 1.  Resource recommendation modelfor oversea Chinese educa-

tion 

A. Student vector space model 
Vector space model (VSM) was proposed by Salton et 

al in 1970s, and was successfully applied to the famous 
SMART text retrieval system. 

By the vector space model, the text data is converted in-
to structured data which can be processed by computer. 
The similarity between two documents is transformed into 
the similarity between two vectors. The most common 
method of similarity measurement in text processing is the 
cosine distance. 

The student modeling will employ vector space ap-
proach, which is used to construct a vector 

1 2( , , , )nW w w w= !  based onthe user's interest in the 
keyword, assuming another user vector 
is 1 2( , , , )nV w w w= ! ,Then the matching degree of the 
two vector is: 
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( , )sim V W  shows the matching degree of these two 

directions. 

B. StudentClustering  
Cluster is one of the important research topics in data 

mining. Cluster is a process of constituting the multiple 
categories or clusters composed of similar objects by 
using the set of physical or abstract objects. Many imple-
mentation algorithms of clusters are available, but the 
Fuzzy c-Means algorithm [16,17]is a fuzzy clustering 
algorithm which is widely applied and has a sound theory 
in the clustering algorithms based on the target functions. 
Many objects are medium in nature and have the proper-
ties of “both A and both B”, namely the fuzziness. In the 

fuzzy clustering analysis, an object can be placed in dif-
ferent categories and the subjection degrees ranging from 
0 to 1 are used to express the degree of each object belong 
to each category, namely establishing the uncertainty 
description of the object against the category. Given that 
many students have extensive needs, the fuzzy clustering 
technology is used to cluster students, which better re-
flects the multiple interests of many students. In addition, 
the better clustering results can be obtained in the cluster-
ing analysis and the real world can be reflected more ob-
jectively. 

The clustering process of students based on FCM clus-
tering algorithm are as follows: 

(1) Input the number of clusters s  and student vector 
information. 

(2)Obtain student information vectors 
{ }1 2, , , nX x x x= ! , where n  is the number of users, 

ix  is a student vector; 

(3)Initial user membership matrix 

{ }1 2, , , nU u u u= ! , Where ( )1 2, , ,j j j sju u u u= ! , 

iju  is the membership degree of a student j  belong toa 
class i . 

(4) Obtain clustering center , 1,2, ,ic i s= ! . Where 
m  is weighted index. 
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(5) Calculatedcost function. 
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(6) Calculate the new user membership matrix, if it 
meet the iteration stop conditions, then turn to steps (7), 
otherwise the return (4)� 
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(7) Output the membership degree and clustering center 
of users. 

 
The flow chart of the student clustering algorithm is 

shown in Figure 2. 
In selecting the initial clustering number, the system 

first selects those users with a high percentage of page 
visits and a low mutual similarity as the center of the ini-
tial clustering according to the characteristics of resources 
and students. Subsequently, the membership matrix of 
initial users is determined according to the center of clus-
tering, whichcan effectively reduce the iteration times and 
quickly converge to the global optimum. 
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Figure 2.  The flow chart ofstudent clustering 

C. The recommendation of Chinese educational 
resources 

After the target students are determined, the recom-
mended resources can be generated and revealed to the 
target users according to the recent neighboring resource 
access. This system obtains the resources that these stu-
dents are interested in and recommend these categories to 
these students by analyzing the latest three neighboring 
browsing information. 

III. THE OVERSEA CHINESE EDUCATION MODEL 
BASED ON MAP-REDUCE MECHANISM 

With the continuous increase in the number of visiting 
students, the oversea Chinese education recommendation 
system meets its bottlenecks. The stand-alone system 
cannot afford the high expenditures, so it is necessary to 
realize the recommendation system in the distributed par-
allel system. This section provides the model of the Chi-
nese language and art education based on the Map-Reduce 
mechanism of cloud computing. 

A. Map-Reduce mechanism ofCloud computing 
Hadoop is a framework for the distributed processing of 

the big data. This framework can divide the application 
programs into many small work units and these units can 
be put at any cluster node for execution. Hadoop distribut-
ed file system(HDFS) is fault tolerant and is used in the 
cheap hardware. Moreover, HDFS also provides the high 
throughput for visiting the data of the application program 
and it is suitable for those application programs with large 
data sets. Map-Reduce is a programming model used for 
the parallel computing of the large-scale data sets and this 
model enables programmers to run their own programs in 
the distributed system, which are realized by Map function 
and Reduce function respectively. Map function is used 
for mapping a group of key values into a new group of 
key values, while Reduce function is used to aggregate the 
results. In this way, the users can conveniently develop 
and run the application programs that process huge 
amounts of data on Hadoop. The calculation flow chart of 
Map-Reduce mechanism is shown in Figure 3. 

B. Parallel implementation of the model 
With the increasing amount of data, the realization of 

the Chinese education recommendation model is limited 
by the time complexity and the space complexity. This 
problem may be solved by applying the parallel pro-
cessing technology in the students clustering and the effi-
cient parallel algorithm is designed for improving the 
algorithm’s performance of processing huge amounts of 
data. 

This paper realizes the parallel Chinese education rec-
ommendation model of in the Hadoop cloud computing 
environment. One task is decomposed into multiple tasks 
and each task is sent to each nodefor calculation. Subse-
quently, the result of the multitasking is summarized and 
then the final analysis result is reached. In the distributed 
system, the machine clustering can be regarded as the pool 
of hardware resources for decomposing the parallel tasks. 
The decomposed task is sent to each idle machine re-
sources for processing and it can greatly improve the 
computational efficiency. Meanwhile, the independence of 
the resource undoubtedly provides the best design guaran-
tee for the extension of the computing cluster. The parallel 
model is shown in Figure 4. Mapfunction clusters the task 
block available, while Reduce function combines the 
clustering results of the task block. 

The steps of the parallelmodel based on Map-Reduce 
mechanism of cloud computing is: 

1. Student information stored in Hadoop Distributed 
File System. 

2. Construct vector space model based on the students' 
interest, interest and emotion information. 

3. The student information block is sent to each node 
for clustering, each node completes the following 
steps. 

• Map functionis used to complete the fuzzy C means 
algorithm, andthe students information are clustered; 

• Return the clustering results to the master. 
4. In the Reduce stage, the clustering arrays are com-

bined into the original output files according to their 
respective positions in the inputfiles. 

5. Recommend educational resources to the students. 
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Figure 3.  MapReduce computing framework 

Figure 4.  The parallel implement of oversea Chinese education model 
based on Map-Reduce mechanism 

IV. EXPERIMENT AND ANALYSIS 
In this section, we implement the parallel oversea Chi-

nese education model on Hadoop cloud computing plat-
form. There are totally three computers. One is the master 
node supplying service for NameNode and Resource 
Manager. The other two computers are used as slave 
nodes to supply service for computing tasks. Figure 5 
shown the speedup of our system.  

From figure 5, we can find out that the proposed model 
can achieve a higher speedup in the Hadoop cloud compu-
ting environment, and reduce the execution time . When 
the number of students is relatively small , the increase of 
speedup is not obvious. The main reason isthe constant 
reading, writing and data transmission are involved which 
consumed most of spare time. With the increase of the 
number of students, the speedup is also gradually in-
creased. 

V. CONCLUSION AND PROSPECT 
In this paper, we present a personalized overseas Chi-

nese education model based on Map-Reduce model of 
cloud computing. This is the first effort to introduce Map- 
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Figure 5.  The speedup of parallel model 

Reduce model to overseas Chinese education . We can get 
the following conclusions: 

1. This proposed model can be used to recommend the 
Chinese education resources according to the stu-
dents' individualized needs, and it has a good applica-
tion prospect for overseas Chinese education . 

2. This Map-reduce model can reduce the execution 
time and meet the needs of the student's real-time ac-
cess.

 

The clustering algorithm has important influence on the 
performance of the model. In the future work, we will 
introduce more effective clustering and classification 
algorithm. 
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