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Abstract—To solve the problem of low WEB course re-
sources utilization rate and help users quickly find the high-
quality course resources, a WEB course resources recom-
mendation system based on WP algorithm was established. 
In this system, course resources were automatically classi-
fied using WP algorithm and a course quality evaluation 
model based on user implicit evaluation was also set up. The 
experimental results showed that the method had a very 
good classification effect and it could effectively narrow the 
scope of the resources searched by users and improve re-
source search quality. 

Index Terms—Web Courses Resources, Recommendation 
System, WP Algorithm.   

I. INTRODUCTION 
Along with the further development of educational in-

formation system, digital resources are increasingly abun-
dant and have become important parts of teaching. To 
make the high-quality teaching resources widely shared, 
the "Excellent Courses Construction Project Subject to the 
Teaching Quality and Educational Reform Project for 
Institutions of Higher Learning" was launched by the 
Ministry of Education in 2003. Under the project 14,348 
national-level excellent undergraduate courses and 5,924 
higher vocational courses have been established so far. 
Meanwhile, rich course resources have been accumulated, 
as the course construction is successively implemented by 
the institutions of higher learning in all provinces. Cur-
rently, in course resources website construction, tree struc-
ture is primarily considered. Trees are independent of each 
other; the leaf nodes (i.e. courses) within the same tree 
have no direct link between each other and also are very 
difficult to search by the WEB PageRank algorithm and 
the data sharing is poor. As a result, users do not find the 
presence of their demand in rich course resources. For this 
reason, the construction of the WEB course resources 
recommendation system based on data mining technology 
is an effective way to improve the utilization ratio of 
course resources. 

Recommendation system, based on mass data mining 
provides relevant information and services according to 
user’s demands. It is mainly applied to the fields such as 
e-commerce, library resources, and network news now. In 
references [1-4], the system architecture, algorithm and 
design of e-commerce recommendation system were stud-
ied respectively. In references [5-6], the application of 
data mining to the field of digital books was discussed. In 
references [7-9], the application of recommendation sys-
tem to network news was discussed. In reference [10], a 

recommendation system based on semantic net was estab-
lished and applied to agriculture and finally good results 
were achieved. The current recommendation system is 
divided into two types: the behavior-based   recommenda-
tion system and the content-based recommendation sys-
tem. In the behavior-based recommendation system, 
comments from users are demanded, and therefore the 
input data sources are restricted. In references [11-13], 
recommendation system based on implicit comments and 
collaborative filtering was raised, and a certain effect was 
played. In the content-based recommendation system, the 
accurate keywords provided by the users in the field of 
demand are demanded. Thus, this system has been mean-
ingless for the vast new users who desire to quickly find 
the core data of some field. How to recommend high-
quality course resources to users according to the user's 
fuzzy demand is of important application value. In this 
paper, course characteristic matrix was established based 
on course contents. The courses were classified using WP 
algorithm, recommendation model based on intra-class 
course quality evaluation was designed and finally an 
experimental process based on WEB course resources 
clustering was given. The experimental result showed that 
the clustering result of this method was with better stabil-
ity and accuracy in comparison with that of other algo-
rithms.  

II.  WEB COURSE RESOURCES RECOMMENDATION SYSTEM 
BASED ON WP ALGORITHM 

Content-based project recommendation method was 
applied to this system. WEB course resources were col-
lected through machine learning, and then the themed 
characteristics of courses were refined. It also clustered 
according to course's similarity and the high-quality 
course resource information focused by users was recom-
mended by combining with the quality of course re-
sources. The system mainly contains offline and online 
parts, as shown in Fig.1. In Part 1, a course characteristics 
model was established through the regular machine learn-
ing of WEB course resources, the textual analysis of re-
source contents, the characteristics extraction and then the 
courses were clustered. This part was the basic of the 
system and its operation was time-consuming, and offline 
operation helped improving the system performance effi-
ciency. In Part 2, classes were identified according to the 
contents input by the users and then the corresponding 
course resources recommendation list of output according 
to identification rules. The details of each functional mod-
ule are introduced below. 
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Figure 1.  Recommendation system structure 

 
Figure 2.  Process of data processing 

A. Text preprocessing 
The users of WEB courses are numerous and constantly 

changing, but the quantity and contents of WEB courses 
remain relatively stable. Therefore, the project recom-
mendation method based on related contents was applied. 
This method is only related to course contents and does 
not depend on users’ behavior. Moreover, the update fre-
quency of the course similarity matrix calculated by the 
method is low and the machine learning tasks are reduced. 
The contents of course websites were acquired first 
through "crawler".  Then the documents of course charac-
teristics were established. After that the document collec-
tion of course websites was sorted, converted and stand-
ardized. Finally keyword classification, course character-
istics extraction and course characteristics matrix estab-
lishment were implemented by combining with profes-
sional dictionary. The specific process is shown in Fig.2. 

B. Course resource pool model 
The definition of course resource pool model was pre-

sented here. According to the Vector Space Model 
(VSM), course was defined as ( ) ( )mjniwfc ijji !! 1,1,, === , 
in which fj (frequency) was the jth characteristic of course; 
wij was the weight of course i under characteristic j. If a 
characteristic item was contained by course, its frequency 
was taken and otherwise its value was 0. Then, course 
characteristics matrix was established as shown in table 1. 

TABLE I.   
TABLE 1: COURSE CHARACTERISTIC MATRIX 

Characteristic 
item 

Course No. 
f1 f2 f3  fj  fm 

c1 w11 w12 w13  w1j  w1m 
c2 w21 w22 w23  w2j  w2m 
c3 w31 W32 W33  W3j  W3m 

!         

ci wi1 wi2 wi3  wij  wim 

!         

cn wn1 wn2 wn3  wni  wnm 

C. Course clustering based on WP algorithm 
Definition 1 (Pearson's correlation coefficient): Pear-

son's correlation coefficient r is used for measuring the 
degree of linear correlation between variables [ ]1,1!"r  was 
established, suggesting the correlation was stronger and 
variables were in perfect positive correlation if r was larg-
er. Its design formula is as follows: 
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were any variables; r was the correlation coefficient be-
tween any variables: if r=0, linear correlation did not exist 
between variables; if r was larger, the correlation was 
stronger. 

Definition 2 (sum of squares of deviations): It refers to 
the sum of the squares of deviations between each item 
and average. n samples were divided into k classes: 

kGGG ,,, 21 ! . ( )t
iX  was used for expressing the ith sample 

in
tG ; tn  was the number of samples in

tG ; ( )tX  was center 
of 

tG . Then, the sum of squares of deviations of samples 
in 

tG [14, 15, 16 ] is as follows: 
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The between-class sum of squares of deviations of k 

classes is as follows: 
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Definition 3 (WP algorithm): In the characteristic Vec-

tor Space Model of course document C, the higher the 
weight of characteristic word F, the more important F 
became to C ; the first N preset numbers were chosen from 
the descending order list of C's characteristic words to 
reduce the characteristic dimensions of the document. 
Pearson's correlation measure similarity between courses 
was chosen; courses were clustered using Ward's method 
[17] [18]. 

The course clustering steps based on WP algorithm are 
as follows: 

1. topN items were chosen from the descending order 
list of C's characteristic words to reduce the charac-
teristic dimensions 

2. The similarity matrix between courses was calculated 
according to formula (1) 

3. Each course was seen as one class and there were a 
total of n classes. Two courses with the maximal sim-
ilarity were incorporated into one class, and then 
there were a total of n-1 classes 

4. The distance between new class and other classes 
was calculated 

5. The sum of squares of deviations would increase 
when each class was narrowed and two classes with 
the minimal increase of the sum of squares of devia-
tions were chosen and incorporated 

6. Step (4) was repeated until all courses were incorpo-
rated into one class 

D.  The generation of the recommendation list 
Through the above clustering operation, tens of thou-

sands of courses collected from the Internet were clustered 
according to the course contents and there were still nu-
merous courses within each class. All courses within the 
same class might not be browsed by users. How were 
high-quality courses chosen from each class? The course 
quality evaluation model based on implicit evaluation was 
established. Course quality was decided by the course 
service condition for users, and therefore, user implicit 
evaluation data was required to collect. The characteristic 

actions (e.g. access time and frequency) of users to access 
to course websites were collected from servers, and then 
the course quality evaluation model was defined based on 
the above implicit evaluation data. Bipartite graph con-
taining n+m nodes was defined: n was the number of us-
ers, and m was the number of courses; if user k accessed to 
course i, k and i were linked to generate edge eki=1, and 
otherwise eki=0, as shown in Fig.3. User course bipartite 
graph adjacency matrix was constructed: uk was user k, ci 
was course i, and eki meant user k accessed to course i. 
According to the principle of energy diffusion [19, 20, 21], the 
resources of each course were first allocated to each user 
accessing to the course, and each user then allocated the 
obtained resources to all courses he was involved in [22, 
23] The formula for calculating the weight wij of resource 
allocation between courses is as follows: 
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Where, Dj was the degree of course j; Dk was the degree 

of user k. Thus, 
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( )kmkkk eeef ,,, 21 !=  was ordered to express the initial 

resources allocation by user k to m courses; '
kf  was the 

ultimate resources allocation of user k to m courses. 
ik Wff ='  was established, and then the recommendation list 

was output according to the descending order of '
kf  value. 

 
Figure 3.  User-Course bipartite graph 

III.  EXPERIMENTAL RESULTS AND ANALYSIS 

A. Experimental methods and data 
10 types of WEB course resources such as Parts Pro-

cessing, Food Inspection, Advanced Mathematics, Logis-
tics Technology and Practice, Obstetrics and Gynecology, 
Garden Plant Cultivation Techniques, Display System 
Design, Fundamental Nursing Technology, Interactive 
Media Design, and Aesthetics Foundation.These were 
acquired from the Internet using ROST Content Mining as 
the experimental data and 10 courses were contained in 
each type of resources. Lenovo Intel Core (i7 4510U, CPU 
frequency 2GHz, and memory 4Gb) was used as the ex-
periment machine. Text mining software ROSTCM and 
data mining software SPSS20.0 were chosen as the exper-
imental software. In this experiment, the experimental 
results of different algorithms were compared with com-
parison method, and the experimental effectiveness was 
verified using verification method.` 
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B.  The experimental process 
Four steps were included in the experimental process. 

First, course contents were acquired. All HTML files of 
the given course websites were captured by ROST Con-
tent Mining software, and then analyzed and converted to 
textual files. Finally, that incorporated into one large tex-
tual file. Second, the characteristics of each course were 
abstracted. The words in the large textual file were seg-
mented. After that the file was cleaned according to the 
limiting conditions such as enabling filtering word list, 
enabling retaining word list, enabling merger word list and 
outputting no monosyllabic words. Finally, the word fre-
quency in the file was statistically analyzed and also ar-
ranged in a descending order. The frequencies of the first 
N characteristic words were chosen as the course charac-
teristic items and this method was used for analyzing the 
characteristic items of the 100 courses in the 10 types of 
resources. Third, the courses library characteristic matrix 
was established. The above course characteristic items 
were incorporated into the courses library characteristic 
matrix using VC++ programming, as shown in Fig.4. 
Fourth, courses were clustered. For the courses matrix, 
courses were clustered using K-means, centroid cluster-
ing—cosine, the farthest neighbors—Pearson's correla-
tion, the farthest neighbors—cosine, and Ward—cosine 
algorithms first and then the WP algorithm, and the result 
is shown in table II. 

C. Result analysis 
K-means algorithm, first chose k courses from n cours-

es as the initial clustering centers and then calculated the 
distance between the rest courses and k centers, and then 
chose the nearest center for clustering. But its choice on 
the initial k centers was of strong subjectivity. Table II 
shows that the clustering result of the K-means algorithm 
was the worst: in class one, original 10 objects turned into 
89, which gravely deviated from the actual situation. WP 
algorithm classified each course as one class and incorpo-
rated the two courses with the maximal similarity into one 
class. After that calculated the distance between new class 
and other classes, and later chose and incorporated the two 
classes with the minimal sum of squares of derivations 
until all courses were incorporated into one class. In this 
method, the characteristics of each course were manifest-
ed and two courses with the most similar characteristics 
were primarily clustered together. In the face of tens of 
thousands of different types of WEB course resources, 
specifically knowing the total number of their types was 
impossible. But clustering them together was possible. 
Concerning about this characteristic, unsupervised cluster-
ing operation was more suitably applied and WP algo-
rithm just fit well because it obtained the better clustering 
results than other algorithms. But K-means algorithm 
violated this characteristic. Because it first artificially 
determined courses as k classes and then classified the rest 

TABLE II.   
CLUSTERING RESULTS 

 

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 

k-means 89 2 2 1 1 1 1 1 1 1 

centroid clustering cosine 54 5 11 5 5 2 8 3 5 2 

the farthest neighbors Pearson's correlation 17 5 6 5 23 6 6 13 9 10 

the farthest neighbors cosine 17 5 4 5 18 6 17 9 9 10 

Ward cosine 9 28 9 8 10 6 7 8 10 5 

WP algorithm 10 9 8 27 10 6 7 8 10 5 

 
Figure 4.  Course matrix 

No. 

Number 
of 

cases                Clustering 
algorithm 

Class           

iJET ‒ Volume 11, Issue 6, 2016 65



PAPER 
STUDY ON THE WEB COURSES RESOURCES RECOMMENDATION SYSTEM BASED ON WP ALGORITHM 

 

into k classes. But the k value was difficult to determine. It 
did not beforehand known how many classes of WEB 
course resources were necessarily divided into. Its con-
stant iteration later was only a gradual adjustment and 
failed to change the initial subjectivity too. However, in 
WP algorithm, a reasonable number of categories were 
obtained through the automatic incorporation of classes. 
Table II shows that the result of WP algorithm was with 
better stability and accuracy in comparison with those of 
other clustering algorithms. The effectiveness of the clus-
tering result was a standard of measuring a clustering 
algorithm. The degree of the consistency between cluster-
ing result and artificial classification result could be exam-
ined using Pearson's correlation coefficient and variance 
analysis. 

In WP algorithm, the correlation between courses was 
measured using Pearson's correlation coefficient. Pear-
son's coefficient reflected the degree of the correlation 
between courses. If the classification effect was good, 
Pearson's coefficient between courses in the same class 
was greater. But Pearson's coefficient between classes was 
smaller. Any class was chosen. For example, 5 cases in 
the tenth class were chosen for testing the Pearson's coef-
ficient and the experimental result is as shown in table III: 
p value in significance test was 0 (p<0.01), and thus the 
null hypothesis was rejected and there was a significant 
correlation between variables at the level of 0.01. The 
degree of correlation between variables was measured by 
effect size. As shown in table III, the correlation coeffi-
cient of V93 was 1 and conformed to the actual situation; 
r value of V93 with V94, V97, V98, and V101 was 0.54, 
0.611, 0.293, and 0.611 respectively. r estimate value 
provided by Cohen was 5.03.01.0 ±±± , corresponding 
to small, medium and large effect sizes respectively. Thus, 
the correlation coefficients of V93 with V94, V97, V98, 
and V101 were corresponding to strong positive correla-
tion in the actual situation. From the above analysis, it is 
known that the degree of correlation between courses in 
the same class was high. 

In WP algorithm, the Ward method was used as the 
clustering method and the clustering effect of the Ward 
method was tested using F statistics. The total variation 

was SST=SSA+SSE, in which ( )!
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was the sum of 

squares of deviations in the same group. F statistics was 
the ratio between the average between-class sum of 
squares and the average intra-class sum of squares, as 
follows: 

( )
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nSSE
kSSAF

                                 
(6) 

 
Thus, the greater the between-class sum of squares of d

eviations, the greater F value was. Similarly, the greater th
e intra-class sum of squares of deviations, the smaller F va
lue was. The experimental result of variance analysis is as 
shown in table IV: the null hypothesis was rejected (p<0.0
1), indicating the between-group difference was significan
t. ANOVA effect size was 

=!  
and the values of the small, medium and greater effect s

izes agreed by Cohen were corresponding to 0.01, 0.06 an
d 0.14, respectively. The values of effect size in table IV s
how that the difference between classes was correspondin
g to very great effect. 

IV. CONCLUSION 
To change the problem of low WEB course resources utili
zation rate and help users quickly find the high-quality co
urse resources, a WEB course resources recommendation 
system based on WP algorithm was established. In this sys
tem, course resources were automatically classified using 
WP algorithm and a course quality evaluation model base
d on user implicit evaluation was also set up. The experim
ental results showed that the method played a very good cl
assification effect and could effectively narrow the scope 
of the resources searched by users and improve resource s
earch quality. 

TABLE III.   
PETERSON INSPECTION 

 V93 V94 V97 V98 V101 

V93 
Pearson correlation 1 .541** .611** .293** .376** 

Significant (both sides)  0 0 0 0 

V94 
Pearson correlation .541** 1 .515** .365** .323** 

Significant (both sides) 0  0 0 0 

V97 
Pearson correlation .611** .515** 1 .275** .206** 

Significant (both sides) 0 0  0 0 

V98 
Pearson correlation .293** .365** .275** 1 .355** 

Significant (both sides) 0 0 0  0 

V101 
Pearson correlation .376** .323** .206** .355** 1 

Significant (both sides) 0 0 0 0  

**. Significant correlation (both sides) at the level of .01  
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TABLE IV.   
ANOVA 

 Sum of squares df MS F Significance Effect size 

v1 

Between-class 1296.99 9 144.11 3.89 .000 0.28013 

Intra-class 3333.00 90 37.03    

Sum 4630.00 99     

v2 

Between-class 5285.25 9 587.25 9.61 .000 0.49015 

Intra-class 5497.78 90 61.08    

Sum 10783.04 99     

v3 

Between-class 319.86 9 35.54 3.98 .000 0.28516 

Intra-class 801.84 90 8.90    

Sum 1121.71 99     

v4 

Between-class 7749.65 9 861.07 34.38 .000 0.7747 

Intra-class 2253.90 90 25.04    

Sum 10003.56 99     

!  !  !  !  !  !  !  !  
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