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Abstract—In this paper we present a tentative 
neuropsychological explanation on sign-language 
comprehension. A spatial probability interface is applied to 
study levels of comprehension with regard to British Sign 
Language (BSL) sequences. The results of this study not 
only support the validity of the spatial probability interface 
as a means of expressing learning and comprehension, but 
also refer to gender differences. These differences are 
discussed in the light of present neuropsychological theory. 

Index Terms—Gender Differences, Sign Language 
Technology, Spatial Response, BSL, Sensory-motor 
Learning. 

I. 

II. 

INTRODUCTION 
With the increasing use of neuroimaging techniques, 

the neuropsychology of both sign language and deafness 
has received a lot of attention in recent years [1]-[8]. 
There have been numerous studies trying to show how 
sign language is related to spoken language in terms of 
neural patterns and processes [3]-[4], [7]-[8]. The brain 
areas predominantly related to spoken language (Broca 
and Wernicke) are also active in deaf users of BSL. 
Lateralization patterns were similar too, with the left 
hemisphere being more active than the right hemisphere. 
In addition, deaf signers showed greater activity in the 
posterior occipito-temporal regions, perhaps reflecting the 
movement component in BSL [3]. Other studies 
(including those on American Sign Language and 
Japanese Sign Language) confirm the importance of the 
language dominant left hemisphere for signers [9]-[11]. It 
was also found that spoken and signed word production 
activates the same or similar regions, whilst language-
related auditory and visual processing activates different 
regions of sensorimotor cortex. Moreover, the parietal 
cortex was activated more by signing than by spoken 
language [12]. Assuming that spoken and sign language 
have many neural processes in common, one may ask 
whether there are similar gender differences as there are 
for spoken language. It is widely known that, on average, 
females show slightly better language competence than 
males, while males show slightly better visuo-spatial 
competence than females [13]. The question is: do these 
differences also exist in terms of sign language, as sign 
language combines both aspects? Data from a longitudinal 

study focused on hearing children acting as interpreters for 
their deaf parents [14]. The study revealed that hearing 
daughters were more likely to act as interpreters and to be 
bilingual (fluent in American Sign Language and spoken 
English). This gender bias is also reflected among the 
general public, with females being far more likely to work 
as interpreters for the deaf. This does not imply, however, 
that female signers have more proficient sign language 
skills than male signers as sign language skills between 
signing males and females were not directly compared. 
The study interprets its findings in the light of social and 
cultural interests. In summary, it seems without doubt that 
gender differences do exist with regard to spoken 
language. Moreover, neuropsychological studies have 
provided evidence for sex-linked differences in cortical 
areas related to language processing [15]. It remains an 
open question, though, whether these differences play a 
role in terms of signing. 

This paper aims to provide an explanation for some 
recent findings on measuring sign language 
comprehension through spatial response. Comprehension 
was measured with a spatial probability interface that was 
introduced by David Moore [16] and validated by Saduf 
Naqvi and colleagues [17]. The interface and its validation 
will be summarized in the next section because its 
explanation is vital for the following neuroscientific 
discussion. 

 

THE SPATIAL PROBABILITY MEASURE 
In laboratory experiments, sign language 

comprehension can be assessed by displaying video 
sequences of signers and by asking participants to 
interpret the sequences. Subsequently, participants can be 
asked to rate how much confidence they have in their 
responses. Traditionally, the confidence rating took place 
in a static, questionnaire-type format, with data being 
captured at a single point in time [18]. This way, 
participants were able to express their overall 
comprehension of a signed sequence. On the other hand, it 
is also necessary to understand which parts of the 
sequence participants grasp and which parts they do not 
comprehend. Because BSL is a visual language that uses 
combinations of hand and body movements along with 
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facial expressions, comprehension must also involve the 
identification of errors expressed as incorrect facial 
expressions, incorrect dominant handshifts and other such 
body movements. Consequently, Moore [16] created a 
new interface that allowed for comprehension tests along 
various dimensions. It involves a triangle with differing 
answers at each point. Once a sequence is presented and a 
question is proposed, the participant’s task is to move the 
mouse to a point within the triangle, where each corner 
stands for a different dimension, e.g. hand shift, body 
movement, facial expression. The point eventually 
indicates one’s level of confidence in one or more of the 
possible answers. If one is confident about the facial 
expression and less confident about the hand shift, one’s 
mouse click would be closer to the edge on the facial 
dimension and further away from it on the hand shift 
dimension. The mouse distance from the three corners is 
recorded. The distances from each corner are applied to 
calculate the level of the participants’ certainty in their 
responses. Moore’s original approach utilizes a static 
interface [16], where participants are presented with a 
question or a statement, and asked to indicate one of three 
answers on an equilateral, 3-dimensional triangle. The 
work carried out by Naqvi and colleagues builds upon this 
research by constructing a dynamic interface. This 
interface collects consecutive data over time whilst 
participants are viewing BSL video sequences. The 
triangle-method is depicted in Fig. 1. 

 
   B 
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Figure 1.  The interface of the Spatial Probability Measure [16], [17] 

 
Following Moore [16], Naqvi and colleagues [17], 
segments a, b and c represent distances AO, BO, OC, 
from imaginative clicked point O to each of the vertices 
A, B and C. Because the sum of segments a, b and c can 
vary with each click, a percentage calculation is 
performed to compute a level of uncertainty towards a 
particular vertex. Equations 1 to 3 represent the spatial 
measurement calculations for each vertex, where Au, BBu 
and Cu are measurements of uncertainty corresponding to 
each of three vertices (%). 
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In the following validation experiment [17], deaf 
participants were presented various sequences and were 
asked to rate their confidence with regard to various 
aspects of the sequences. All participants were deaf and 
proficient signers with regard to the London regional 
dialect of BSL. Participants were randomly assigned to an 
Experimental group and a Control group. The 
Experimental group saw streaming video sequences of 
sign language with deliberately incorporated errors, 
whereas the Control group saw sequences without errors. 
Three sets of sequences about the following topics were 
recorded: a match between Arsenal London and Chelsea 
London football clubs; a robbery of an old woman who 
fought back, and a turbulent flight experience. Each set 
consisted of four video recordings. The first recording 
was correctly signed and subsequent recordings were 
done with the following deliberately incorporated errors: 
incorrect handshape, incorrect facial expression and 
dominant hand shift. A possible bias with respect to 
sequence presentation was avoided by choosing a Latin-
square type of counterbalance condition. The results of 
this validation experiment are described in [17]. To 
enhance clarity, they will be summarized below. Because 
the authors in [17] are the same as the authors in this 
paper, the term “we” is used when summarizing the 
cross-validation experiment: 

Twenty deaf participants agreed to take part in our 
study. They all were able to use the London regional 
dialect of BSL proficiently. Unfortunately, 10 
participants dropped out because they had other 
commitments as well. After randomly assigning 
participants to an Experimental and a Control group, the 
Experimental group saw streaming video sequences of 
sign language with deliberate errors, whilst the Control 
group saw streaming video sequences without errors. 
Because the signing of the Experimental group contained 
deliberate errors, it was expected that their spatial 
responses were somewhat further away from the target 
than the ones of the Control group (which contained no 
errors). Given that we had a specific hypothesis including 
the direction of the expected effect, we performed a one-
tailed F-test. One-tailed F-tests correspond to one-tailed 
T-tests for independent samples according to the General 
Linear Model of Inferential Statistics. This implies that 
error probability levels can therefore be transferred from 
one to another. Our initial hypothesis was confirmed, as 
the average length for the Experimental group 
(Mean=117.87, Standard error=4,15) was significantly 
greater than the average length for the Control group 
(Mean=95.78, Standard error=11,33): F(1,10)=3.35, 
p<.05. To further validate the spatial response technique, 
we performed another, external confidence rating of each 
participant’s open response (the one that was given 
during the interview following the experiment). In this 
rating we assessed how confident each participant felt in 
using the video technology and the graphical user 
interface to express their comprehension of the signed 
phrases. We first performed a content analysis by rating 
the participants’ open responses. We then assigned values 
from 0 to 5 (zero expressing low confidence to 5 
expressing high confidence). Subsequently, we calculated 
the correlation between the confidence rating and the 
previously mentioned length of responses. For this 
purpose, we chose the non-parametric Spearman 
correlation coefficient. We have decided in favor of this 

(1) 

(2) 

(3) 
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practice, as confidence ratings and content analyses are 
rarely on scaling levels that would justify parametric 
tests. According to the nature of the task, we could be 
sure that our rating was on ordinal scale level. As a result, 
the Spearman coefficient represented an adequate 
technique. To double-check, we did some additional 
analysis by calculating the parametric Pearson correlation 
coefficient. The analysis showed a significant negative 
correlation, R(Spearman)=-0.712, p=.01, where high 
confidence goes along with a short length (as expected). 
Because the parametric Pearson coefficient (R(Pearson)=-
0.804, p<.01) confirmed this result, there was evidence 
that the spatial responses supported the ratings of the 
responses given.  

Gaining a determination coefficient of greater than 50 
percent (Rsquared>.5), the spatial measurement interface 
seems to show good validity. Now one may argue that this 
result was confounded with topic knowledge that 
participants could have had prior to the experiment. In this 
case, the signing itself would have been less relevant. In 
order to exclude a potential confound of this type, the 
partial correlation coefficient was calculated (controlling 
for topic knowledge). Nevertheless, the relevance of the 
result remained stable with R(partial)=-0.881, p<.01, 
Rsquared>.75, explaining over 75 percent of the variance. 
Consequently, there is at least some evidence to consider 
the spatial response measurement a valid technique in 
terms of helping people express their comprehension of 
signed sequences. It can be assumed that this technique 
may be extended to various learning studies, as it would 
be capable of monitoring progress and difficulties easily. 

 

III. 

IV. 

GENDER DIFFERENCES 
What follows are some very recent data. We analysed 

the effect of gender on the overall results. Turning to the 
group that contained deliberate errors first (Experimental 
group), females’ spatial responses (Mean=110.84, 
Standard error=9.81) did not differ significantly from 
male spatial responses (Mean=121.39, Standard 
error=3.82), F(1,4)=1.615, p=.1365. Considering the 
Control group next (i.e. the group without deliberate 
errors), females (Mean=74.95, Standard error=13.47) 
performed significantly closer to target than males 
(Mean=116.61, Standard error=5.18), F(1,4)=8.33, p=.02. 
In other words, there was a partial effect of gender, with 
females seemingly being able to understand the signed 
language better than males. As has been discussed 
previously, the result of females performing better on 
language-related tasks is not new. On the other hand, 
males are considered to be more likely to succeed on 
spatial tasks. Possible reasons for these differences are 
genetic differences as well as different mechanisms in the 
various areas of the human brain. Interestingly, the task in 
our experiment is a mixture of both (signing as not only a 
language-, but also a spatially related task and the spatial 
response technique as another spatially related task). In 
spite of the seemingly large spatial component, female 
participants performed slightly better. As for sign 
language, this result is no surprise, because it had been 
shown that sign language predominantly makes use of the 
same cortical areas as spoken language [9]-[11], though 
exceptions were in place [12]. Consequently, the spatial 
response measurement per se does not seem to inhibit the 
apparently greater language competence in females. This 

would be in line with the purpose of our experiment, 
because we aimed to show that sign language is assessed 
in a valid way. However, one has to be careful and avoid 
making strong claims about validity or gender effects, as 
the results are based on a small sample size and further 
tests are strongly needed in order to support these 
tentative results. Moreover, the effect on gender 
differences was no a-priori hypothesis. Therefore, this 
result must not be interpreted as an experimental finding. 
Nevertheless, it could act as a means to generate new 
hypotheses (e.g. about gender differences), that could be 
tested in a separate experimental design subsequently. 
Only then would it be permitted to base any discrepancy 
in terms of performance on gender differences. So why 
might these gender differences eventually matter with 
regard to learning and comprehension of sign language? 
If it turned out that one gender had more difficulties in 
this regard or if it turned out that both genders had 
different types of problems, the training could be tailored 
to specifically meet these needs. Specifically tailored 
training is only possible, however, when more 
information about sign language learning / 
comprehension is generated. The spatial probability 
measure is a device that may help to generate this type of 
information, because it continuously permits to monitor 
learning / comprehension as the signed sequences are 
presented. 

 

WIDER IMPLICATIONS FOR THE COGNITIVE 
NEUROSCIENCE OF SIGN LANGUAGE 

The spatial probability measure can assist when aiming 
to generate Cognitive Neuroscience models in order to 
explain the acquisition of sign language. For the 
acquisition of spoken language, a vivid discussion 
between various cognitive neuroscientists, linguists and 
philosophers has already taken place [19]-[31]. This 
discussion is often based on experimental data along with 
theoretical models to simulate spoken language learning 
[32]-[42]. For the various dialects of sign language, e.g. 
British Sign Language, American Sign Language, Polish 
Sign Language, Japanese Sign Language, Deutsche 
Gebärdensprache etc., it would be highly desirable to 
learn more about its acquisition by carrying out 
experiments and by creating more refined theoretical 
models. 

The technology described in [16]-[17] might help to 
carry out the desired experiments on sign language 
acquisition, as it allows the continuous assessment of 
facial expressions and movements. However, one caveat 
remains in order. It needs to be kept in mind that the 
various sign languages incorporate a different amount of 
sensory-motor movement, so this effort might result in 
different theoretical models too. A detailed study of these 
processes may ultimately lead to better knowledge about 
sign language acquisition, which in turn might help to 
either create new theoretical models or to adapt already 
existing models on sensory-motor sequence learning to 
sign language acquisition [43]-[47]. The need to refer to 
sensory-motor learning is also based on the previously 
mentioned evidence from imaging studies. They had 
found that spoken and signed word production activated 
different regions of sensorimotor cortex, and that signing 
went along with higher activities in the parietal cortex 
than speaking [12]. 
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Given that sign language learning technologies have 
become increasingly important, especially in the digital 
domain [48]-[54], the advantage of a technology that 
permits to monitor any progress or difficulties lies at 
hand. Moreover, sign language learning in children has 
become increasingly important [55], as there are critical 
periods in life when spoken language is learned more 
easily [23]. Similar processes may hold true for sign 
language (so far a Pubmed literature research has not 
identified any studies on this topic yet). Especially 
children (particularly those who are not able to read yet) 
may find it easier to use the spatial probability measure to 
express their comprehension rather than a traditional 
online questionnaire with check boxes, radio buttons, etc. 
It has yet to be shown, though, whether they are able to 
grasp the meaning of the spatial response technique 
adequately. For this purpose, further research would be 
necessary. 

 

CONCLUSIONS  V. 
Gaining knowledge about sign language implies having 

a good technology to monitor progress and difficulties. 
The spatial probability measure seems to fulfill this 
criterion, but further validity checks will be needed. 
Taking gender differences into account is a good starting 
point, but will need larger sample sizes and further tests in 
order to reach a conclusion. Based on the data presented in 
this paper, the hypothesis could be formed that females 
show better British Sign Language proficiency. This 
hypothesis could be tested in future experiments. From 
theory [13], one would expect that females are better at 
language-related tasks, but one would also expect that 
males are better using the spatial probability 
measurement. Since the spatial probability measurement is 
easy to use and does not require complex spatial 
orientation, there is reason to believe that the technique 
does not gender-bias the answers. Moreover, Moore [16] 
found no gender-bias when validating his technique. 

Given that the social implications of deafness can be 
enormous, it is highly desirable to facilitate the learning 
and comprehension of sign-language. Deaf people often 
need an interpreter for many aspects of daily life, e.g. 
when attending a doctor’s appointment, visiting a 
hairdresser, asking about advice in a department store etc. 
Unfortunately, not all close relatives, peers or loved ones 
are able to learn sign language easily. Research into sign 
language acquisition might help to overcome many 
present problems or difficulties to a large extent. 
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