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Abstract—This study aims to solve the problem of multi-
sensor information fusion, which is a key issue in the multi-
sensor system development. The main innovation of this 
study is to propose a novel multi-sensor information fusion 
algorithm based on back propagation neural network and 
Bayesian inference. In the proposed algorithm, a triple is 
defined to represent a probability space; thereafter, the 
Bayesian inference is used to estimate the posterior expecta-
tion. Finally, we construct a simulation environment to test 
the performance of the proposed algorithm. Experimental 
results demonstrate that the proposed algorithm can signifi-
cantly enhance the accuracy of temperature detection after 
fusing the data obtained from different sensors. 

Index Terms—Information fusion, BP neural network, 
Bayesian inference, Probability space 

I. INTRODUCTION 
The rapid development of science and technology has 

immensely improved the performance of sensors and the 
emergence of numerous complex applications in sensor 
systems. From the beginning of the 20th century, infor-
mation provided by a single sensor can no longer meet 
human requirements [1–2]. Therefore, using multiple 
sensors is necessary to provide observational data and 
services for real-time target detection and recognition. In 
the multi-sensor system, the diversity and immense 
amount of information, as well as the complexity of the 
relational information, has substantially exceeded the 
human brain’s information processing capabilities [3]. 

Multi-sensor system provides a purposeful description 
of the environment [4–5]. Fusing several types of infor-
mation may improve the ability of the intelligent system; 
however, achieving this level is impossible for one sensor. 
Thus, multi-sensor fusion refers to emerging technologies 
in the information science, computer science, and auto-
matic science domains, among others [6–8]. 

Information fusion technology refers to a new field in 
information science. In the 1970s, the continuous progress 
of science and technology had resulted in the emergence 
of numerous multi-sensor systems, particularly with the 
rapid development of microelectronics, signal detection 
and processing, computers, and network communication, 
among others. [9]. In the past 20 years, the multi-sensor 
information fusion technology has received considerable 
attention. Information fusion refers to a novel approach in 
information processing to deal with the issue of multiple 
sensors system. Information fusion is also called multi-
source correlation [10]. Currently, providing a unified 
definition of information fusion is considerably difficult, 

thereby resulting in the universality and diversity of re-
search on information fusion. 

The rest of this paper is organized as follows. Section 2 
presents the literature review of information fusion appli-
cations. Section 3 provides the basic theory of back prop-
agation neural network (BPNN). Section 4 proposes a 
novel multi-sensor information fusion algorithm based on 
BPNN and Bayesian inference. Section 5 presents the 
experiments we conducted to test the effectiveness of the 
proposed algorithm. Finally, Section 6 concludes this 
study. 

II.  LITERATURE REVIEW 
Information fusion is used to merge information from 

heterogeneous sources with different information repre-
sentations. This method has been maximized in data min-
ing for both unstructured and semi-structured data types. 
In particular, information fusion denotes textual represen-
tations of knowledge with rich-media contents. In this 
section, we present the related studies on this concept. 

Xu et al. utilized sensory information fusion technology 
to minimize diagnostic uncertainty and computational 
complexity. In particular, this study developed a sensory 
information fusion-based diagnostic system comprising a 
dynamic sensor selection integrating sensory information 
[11]. 

Tang et al. proposed a rule acquisition method for triad-
ic decision contexts, which is an information fusion tech-
nology for decision-making analysis of multi-source data. 
They also constructed a knowledge reduction framework 
to model knowledge discovery [12]. 

Zhang et al. aimed to fuse micro electro mechanical 
system inertial measurement unit (MEMS-IMU) infor-
mation with optical flow to enhance the MEMS perfor-
mance. These researchers also presented an image coordi-
nate of optical flow to be transformed to a single body for 
the vehicle attitude computation [13]. 

Wang et al. developed the total orders of hesitant fuzzy 
elements (HFEs) for multi-criteria decision-making, as 
well as utilized ordered weighted aggregation operators to 
fuse information. Furthermore, admissible orders are able 
to enhance the existing partial orders of HFEs and can be 
generated by a set of special functions [14]. 

Li et al. proposed a modeling-free solution to infer the 
state directly from observations, as well as developed a 
dynamic state estimation to describe the system as a hid-
den Markov process. Thereafter, their study maximized a 
recursive estimator to effectively fuse the time–series data 
[15]. 
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Wu et al. proposed an information fusion-based detec-
tion and identification approach to detect and identify 
distributed attacks. The main innovation of their study is 
applying principal component analysis to design detection 
and identification approaches [16]. 

Apart from the aforementioned studies, information fu-
sion, such as wheat varieties classification [17], rule-based 
Gaussian-shaped fuzzy control inference system [18], 
intuitionistic fuzzy decision making [19], and gait-based 
re-identification and recognition [20], can also be utilized 
in other fields. In the current research, we study the infor-
mation fusion problem in multi-sensor environments using 
BPNN. 

III.  BASIC THEORY OF BPNN 
Artificial neural network (ANN) refers to a nonlinear 

system that simulates the cerebrum information pro-
cessing algorithm [21]. ANN has powerful distributed 
information storage, parallel processing, and adaptive 
learning capability [22]. Using the BP definition, the mul-
tilayer neural network model is defined as BPNN that is 
designed based on neural network theory [23]. BPNN is 
characterized for its simple structure and technical maturi-
ty [24–25]; hence, this model has been extensively utilized 
in pattern recognition, intelligent control, and state predic-
tion, among others [26–27]. 

BPNN comprises three parts, namely, input, hidden, 
and output layers. Figure 1 provides the BPNN architec-
ture to illustrate its structure. 
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Figure 1.  Architecture of the BP neural network 

The continuous nonlinear excitation functions in BPNN 
should be defined in advance. 
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Furthermore, parameter kj!  in the output layer can be 
estimated as follows: 
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Different from the output layer, parameters of the hid-
den layer are calculated as follows: 
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In BPNN, the outputs of each layer are transmitted to 
their neurons in the next layer. That is, BPNN is able to 
hold a bias neuron to produce constant outputs without 
any inputs. From the preceding process, BPNN is built up 
via minimizing errors in the neural networks, which is 
similar to the neural network. 

IV.  MULTI-SENSOR INFORMATION FUSION USING BPNN 
AND BAYESIAN INFERENCE 

Suppose that ( )1 2, , , T
MX x x x= !  belongs to 

1 2x x x xMD D D D= ! ! !! , and the objective of statistical 
inference is to lower an unknown information from the 

observation sequence ( )1 2, , , T
Ny y y y= ! . Assume that the 

triple ( ), ,F P!  refers to a probability space, where , ,F P!  
denote the sample space, !  field, and probability meas-
ure, respectively.

In general, Bayesian inference aims to calculate the 
posterior expectation. This process can be described as 
follows: 
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where : M
xX D R!" #  is a random vector and 

( )x y!  refers to an updated probability density. Further-
more, information fusion based on the posterior density is 
represented as follows: 
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where ( ) ( )L x f y x=  is a proposed likelihood func-

tion to describe the conditional density ( )f y x , and Z  is 
the model evidence that can normalize the posterior densi-
ty. 
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The main idea of our study is to utilize the multi-sensor 
data fusion method in the decision level to integrate in-
formation obtained from multiple neural networks. Figure 
2 illustrates the flowchart of the proposed multi-sensor 
information fusion method. 
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Figure 2.  Flowchart of the proposed multi-sensor information fusion method. 

To promote the accuracy of the information fusion, we 
should modify the standard Bayesian inference model. In 
the Bayesian inference, we assume that 

1 2, , , iH H H!  
represents the hypothesis that refers to an observation O . 
Thereafter, the posterior probability of 

kH  is defined as 
follows: 
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where ( )jP H  means the priori probability of the condi-
tion that 

jH  is true and ( )jP E H  refers to the observation 

evidence O  with the condition that 
jH  is true. To model 

the multi-sensor information fusion process, each individ-
ual neural network is defined as follows: 
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where symbol ty  refers to the real process output at the 
time slot t , z  means the process input, function ( )h

ty  is 

designed to forecast from the thh  neural network at t , 
and h

terr  is the error of the thh  neural network at t . In 

particular, on  and im  denote the time lags extracted from 
output and input, respectively.  

Based on the aforementioned definitions, the proposed 
model can fuse information from multi-sensor as follows: 

( )
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where ˆty  refers to the information fusion results. In 

particular, parameter i
t!  means the weight used to fuse 

the thi  neural network at time t . 

V.  EXPERIMENT 
In the current experiment, the numbers of input and 

output neurons are set to 15 and 3, respectively; we do not 
fix the number of neurons in one hidden layer. Before 
solving the multi-sensor information fusion task, we 
should utilize BPNN to train samples; error rate rapidly 
decreases to 510! . 

Thereafter, we construct a simulation environment to 
test the performance of the proposed information fusion 
algorithm. We suppose that the average temperature of the 
target is 60 °C, and three different temperature sensors are 
used. In particular, the detection error rates of these three 
sensors are 2

1 1! = , 2
2 2! = , and 2

3 3! = . Thereafter, we ran-
domly generate three observation sequences (

1X , 
2X , and 

3X ) from these three sensors. We assume that the number 
of observations is set to n  and the observation value 
sequence 

iX  is equal to { }1 2, , ,i i inx x x! . First, the obser-
vation sequences of each sensor are fused in advance and 
the fusing results are represented as { }1 2 3ˆ ˆ ˆ, ,x x x . Second, 

the final information fusion results (denoted as x̂ ) are 
obtained using the proposed algorithm. The numbers of 
observations (N) are set as 20, 50, 90, and 120. Figures 3 
to 6 illustrate the observation distributions under different 
settings. 
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Thereafter, we maximize the proposed multi-sensor in-
formation fusion algorithm to fuse the aforementioned 
observation sequences obtained from the different sensors. 
Table 1 provides the final information fusion results (de-
noted as x̂ ). 

TABLE I.   
FUSION RESULTS OBTAINED USING THE PROPOSED ALGORITHM 

Number of obser-
vations 1̂x  2x̂  3x̂  x̂  

20 59.939 60.066 59.739 59.941 
50 60.222 59.429 59.804 60.042 
90 59.712 60.202 59.777 59.962 

120 59.771 59.485 60.44 60.033 
 
Table 1 shows that the proposed multi-sensor infor-

mation fusion algorithm accurately detects the tempera-
ture. Moreover, we observe that the temperature detected 
by the proposed information fusion algorithm is consider-
ably close to the actual temperature with the number of 
observations increasing. This result is founded on the fact 
that further observations can effectively reduce the nega-
tive influences of noisy information. The quality of infor-
mation fusion is also enhanced significantly. 

VI.  CONCLUSION 
In this study, we focus on the problem of multi-sensor 

information fusion and maximize the data obtained from 
the different sensors. In the proposed algorithm, data ex-
tracted from the sensors are processed through three steps, 
namely, 1) signal process, 2) features extraction, and 3) 
normalization process. Thereafter, the multi-sensor infor-
mation fusion is performed by BPNN and Bayesian infer-
ence. The experimental results demonstrate that the quali-
ty of information fusion is enhanced significantly by the 
proposed algorithm. 
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