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Abstract—In order to solve the problem of large scalability 
and low energy efficiency in distributed data storage in 
wireless sensor networks, the author proposed a temporal-
centric storage approach method. By using this method the 
sensing data are stored in some storage node indexed by a 
hash function parameterized with detecting time. These 
nodes act as rendezvous among sink and source nodes. Sim-
ulation results show that the proposed approach mitigates 
the hot-spot problem and can thus improve overall system 
performance substantially. 

Index Terms—distributed data, hash function, storage strat-
egy, wireless sensor networks 

 INTRODUCTION I.
Wireless Sensor Networks (WSNs) consist of a great 

number of sensor nodes which are composed of sensing 
unit, processing unit and communicating unit. Wireless 
sensor networks have a broad application prospect and 
great practical significance in human life, because WSNs 
are good for hiding, quick at network building, wide-
spread, simple and inexpensive, easy to expand, small in 
size, large in scale, and they have flexible structure. Wire-
less sensor network is constituted by abundance of cheap, 
low-power wireless communication nodes in monitoring 
the region’s, it is used to cooperative sensing, collecting 
and processing information within the network coverage 
area, and send the information to monitors. Data fusion 
system can process data fusion effectively, reduce redun-
dant information transmission, which greatly reduce the 
energy consumption and increase the life time of net-
work[1-2]. 

Modern wireless sensor networks (WSNs) has been im-
proved a lot due to the development of sensor technique, 
micro electromechanical system, modern network and 
wireless communication. People can obtain physical in-
formation by dispose wireless sensor networks in certain 
places that human can’t get close to. Therefore, it will play 
an important role in many areas such as military affairs, 
environment monitoring, industry control, city manage-
ment etc. In all these applications, sensor nodes collabo-
rate with each other to perceive, collect and process the 
data from the objects in the covered network area, then 
send the results to users for further analysis by multi-hop 
wireless communication. Therefore, data management is 
the key technique in WSN since it’s a data-centric system. 
Real time assurance is one of the most important applica-
tions of WSN[3]. For instance, the system needs to pro-
vide rapid response time in applications such as disaster 
relief, military attack and defense. 

People can obtain information about objective world 
through wireless sensor networks rather than site investi-

gation, which expands the function of existing networks 
and improves people’s ability of recognizing the world[4]. 
However, some problems are still needed to research and 
solve because of the specificities of wireless sensor net-
works. For the limits of computing ability, storing capaci-
ty, communication band, battery capacity and the exist-
ence of data redundancy, it is indispensable to design 
suitable data compression algorithm to adapt above men-
tioned characters of wireless sensor networks. The data 
redundancy not only exists in data obtained by the same 
node in sequent instants but also exists in data obtained by 
adjacent nodes in the same instant. If nodes directly send 
data which includes redundancy, the limited communica-
tion band and energy won’t be used efficiently and the 
delay of system will be prolonged and the ability of the 
whole system will be affected seriously. 

Wireless sensor network spreads widely, and with the 
expansion of WSNs there will be a large number of sen-
sors which produce massive sensor data. A two-tier stor-
age architecture based on HBase storing sensor data from 
different regions and global data management directory 
can achieve a near real-time storage system. From the 
researcher’s experimental results, it is shown that this 
system with high scalability, storage and query efficiency 
can solve the massive sensor data storage. In this paper, 
the two-tier storage architecture based on HBase storing 
sensor data from different regions and global data man-
agement directory is used as the basic model. 

Recent advance of microprocessor and sensor technolo-
gies are able to deploy in large-scale wireless sensor net-
works. In some environment, sensor device are disposable. 
Since economical on cost to deploy sensor network, sen-
sor nodes are relatively limited in communication and 
computation capability, small memory, and battery pow-
ered. Sensor network enables many applications such as 
vehicle tracking, battlefield surveillance, ecological and 
habit monitoring. The basic function of sensor node in-
cludes process, store and forward data. By observe from 
above application, the restriction of sensor node arise 
many issues of energy efficient and data dissemination. 
For describe our environment, we called sensor node 
source if it detects event and we called the user who gen-
erate query sink. This paper studies the problem of hot-
spot and multidimensional search. By the restriction of 
limit memory, uniformly distribute data can guarantee 
data dropped from memory slowly and reserve more pow-
er. 

 OVERVIEW II.
In the data storage fields, we study the main real time 

feature of data, communication and query respectively and 
discuss some techniques that guarantee the real time data 
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management. And the real time requirement will be ful-
filled in lots of aspects such as data model, query language, 
data storage and query processing etc. A data storage 
approach based on Multi-level mapping Index (MIS) is 
proposed in Park’s paper [5] to support both periodic 
query and Ad hoc query in large scale wireless sensor 
network. Considering the constraint of response time for 
periodic query and network topology, this method divides 
the whole network into three layers. Each layer uses local 
storage, data-center storage and external storage respec-
tively. By constructing index for each layer, the low-level 
data can be mapped into high-level index by multi-level 
index. The middle level can access the low-level data in 
time and restrain the transmission of data with little 
changing. In this way, delay constraints and energy will be 
satisfied according to different queries. This method will 
save huge energy compared with local storage, exterior 
storage and data-centric storage.  

Based on MIS approach, a buffer-based real-time query 
processing method is suggested in Xu’s paper [6] to solve 
the problem that lots of queries will miss the deadline 
because of long distance transmission in large scale net-
work. A query buffer is built to store data and the query 
mapping window is adjusted by the deadline in order to 
fulfill the real time requirement. The buffer-based method 
abstract the query initiation, query processing and result 
output into the queue model. The buffer size is selected 
according to the input speed and service ability and the 
extent of each network layer can also be regulated dynam-
ically. This approach is much more efficient in energy 
saving and deadline satisfaction compared with method 
that partition the network averagely. 

A slack factor based real-time query processing algo-
rithm is produced in Mohanasundaram’s paper [7] to sup-
port real time and energy-saved query processing. The 
concept of slack factor is proposed to represent the con-
straint extent, meanwhile the concept of data transfer 
mode is proposed according to the query selectivity and 
the router strategy. The efficient real time query plan is 
established by these factors. Firstly, the location and order 
of query will be decided by selectivity and the hop thresh-
old will be calculated by the slack factors. Then all the 
nodes will be divided into different sets by comparing the 
relation between the hop count and the threshold. After 
that each set can adopt the same data delivery mode. In 
this way, the query accuracy will be improved before 
deadline and the energy will be saved greatly compared 
with the approach that only makes use of inner-network 
calculation or centralized calculation. 

An efficient event detection technique based on tem-
poral-spatial correlation model is proposed in Sun’s paper 
[8] to assure the precision of detection result. Meanwhile, 
the constraint of response time can be satisfied by chang-
ing the execution time dynamically. The temporal-spatial 
correlation mode includes two processes: temporal corre-
lation estimation and spatial correlation estimation. The 
temporal correlation is used to cancel the infrequent tem-
poral mistakes and the spatial correlation is used to cancel 
the permanent mistakes generated by broken nodes. Tak-
ing the feature that WSN has limited energy into account; 
the group will collaborated by alternate work to enhance 
the validation time of network. 

Dini [9] designs and implements a wireless sensor net-
work data management stimulation system (WSNDM) 
based on the real-time data management framework and 

the exiting research work. Compared with the prototype 
system, WSNDM system integrates lots of necessary 
operations such as memory, index, query and schedule in 
WSN management. Besides implementing and validating 
all the methods and theories be proposed, the author also 
accomplishes many current techniques for comparison. It 
dedicates to study fundamental problems related to data 
model, query processing, real time event detection in 
WSNs data management and proposes corresponding 
technical solutions. Theoretical analysis and stimulation 
experiments show that such methods could efficiently 
guarantee real time query processing and event detection. 
These approaches and techniques could make some refer-
ential values to develop high-performance WSN real time 
data management systems. 

WSNs can be used in various applications including: 
military, environment monitoring, health, space explora-
tion, agriculture, intelligent home, and so on. However, 
there are many problems and challenges in wireless sensor 
networks, such as limited energy consumption, limited 
ability on storage, computing, and communications, low-
bandwidth, etc. Therefore, researchers need to consider 
the various features of wireless sensor networks deeply, 
and make sure that wireless sensor networks can be effi-
ciently and widely used. It is just the reason that there are 
a lot of protocols designed for wireless sensor networks, 
such as routing protocols, MAC protocols, topology con-
trol, data processing technology, and so on. However, 
most of the existing researches on WSNs are carried out 
after sensor nodes have been deployed, and some studies 
even completely ignore the structure of WSNs. These 
researches neglect that WSNs can be configurable. In fact, 
after sensor nodes are dispersed into the sensing field, 
Wang’s paper [10] can take advantage of the mobility of 
sensor nodes, or adding some sensor nodes to rebuild the 
structure of WSNs, so that the performance of wireless 
sensor networks can enhanced significantly. This is the 
placement problem in wireless sensor networks that we 
will focus on in this paper. In fact, placement is the foun-
dation of various applications in WSNs, because only if 
sensor nodes have been placed in the sensing field with 
specific number and positions, we could carry out the 
practical applications, and the design of all kinds of proto-
cols. Placement is actually very important in wireless 
sensor networks, and in the past few years, there have 
been many placement algorithms for WSNs. Although, 
these placement algorithms focus on connectivity, cover-
age, energy consumption, congestion control, storage 
capacity and other issues in WSNs, there is still one or 
more shortcomings in these algorithms, such as: poor 
application background, too strong assumption, poor 
scalability, higher degree of complexity on computing and 
communications and so on. In response to this situation, 
Gong [11] has conducted a wide range of investigation on 
placement problem in WSNs. Based on the weaknesses of 
wireless sensor networks, which are of poor transmission 
reliability, limited energy, limited storage and computing 
ability, the lack of placement algorithms for mobile sensor 
networks, he designed a set of placement algorithms for 
wireless sensor networks.  

 METHOD III.
The primary gold in our scheme is solve hot-spot prob-

lem by appropriate dispose storage area, second is avoid 
multidimensional search problem. We will describe multi-
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dimensional search problem. Our environment is efficient 
where large amounts of sensing data are generated, but 
only a small portion of them are queried. We assume a 
sensor field where sensor nodes are uniform deployed and 
time synchronized when initial process. Sensor nodes are 
stationary and aware of their own location with GPS de-
vice or location technology. We using Perimeter Stateless 
Routing (GPSR) protocol for any packet transmit in the 
sensor network. GPSR use two algorithms to achieve 
routing process. First sensor node forward packet progres-
sively to the neighbor node that closest to destination 
location as greedy algorithm. If greedy forward is not 
work, we use perimeter forward algorithm [12]. 

We construct global grid structure in sensor field by 
odd integer G (G>1). Show as Fig. 1, the global grid struc-
ture constructed by G2 grids and (G-1)2 intersection points, 
where we called storage area (SA). 

After global grid structure constructed, we generate a 
storage curve in sensor field. As Fig. 2, every intersection 
point noted by SAi (i=1, 2, … , (G-1)2). Storage curve is 
known by all sensor nodes in the sensor network. 

We define a parameter Tp that split to (G-1)2 section, 
where each time period (TP) has a storage area (SA) asso-
ciated with it, as show in Fig. 3. 

In our system suppose, event detect can categorize to 
environment detect and target detect. We define environ-
ment detect as phenomenon detect that simply and doesn't 
need update frequently. For example, temperature detects 
maybe update with three-hour intervals, frequent tempera-
ture update is unnecessary and temperature information is 
simple value. We define target detect as mobile object that 
have large information and update frequently. For exam-
ple, animal detect need frequently update for location 
tracking, and animal information is large with id, speed, 
location, direction, etc. In [10] they improve DCS method 
by index update to decrease traffic complexity. If the ratio 
of data/index is small as environment detect that we de-
fined, the additional query forward cost will reduce net-
work lifetime. We define environment detect and target
detect to decide data update or index update that the 
source node should process. 

At first, some relay nodes are placed to connect the 
whole wireless sensor network through a greedy scheme 
to satisfy the basic requirement of WSNs. Next, some 
redundant relay nodes are placed to maximize the network 
data storage lifetime. And then, we prove that the network 
data storage lifetime can achieve maximum value through 
our algorithms. And then, we study the storage node 
placement problems in wireless sensor networks, to solve 
the problem that WSNs have limited storage and compu-
ting ability. By placing a certain number of storage nodes 
to store sensing data coming from back-fence sensor 
nodes, the data traffic in wireless sensor networks can be 
reduced. We first formulate the storage node placement 
problems, with modifying the shortcoming of the defini-
tion in the energy model of existing methods. Finally, we 
study the placement problem in mobile wireless sensor 
networks, and we focus on the theoretical relationship 
between the mobile sensor density and sweep coverage. 

 EXPERIMENT RESULT IV.
In DCS scheme, event type is regarded as attribute and 

decides which place should to disposal, each attribute 
regarded  as  one  dimension.  The  feature  of data-centric 
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Figure 1.  Globe data structure 
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Figure 2.  The curve of storage 

 
Figure 3.  The relations between each time period and storage area 

scheme will derive multidimensional query problem. Fig. 
4 shows example of multidimensional range query. In 
DCS scheme, the information of temperature, humidity 
and snake should deliver to somewhere individual when 
event detected, that imply multidimensional query must 
deliver to three places. This feature cause more query cost 
and also receiving more data than necessary since each 
storage area can not aware of other attribute, the useful 
information just few part of receiving data. After multidi-
mensional query (Fig. 4) delivered by sink, it receives 
{s1,s2,s9} from temperature, {s1,s6,s9} from humility and 
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{s1,s4,s2,s3} from snake, actually the desired information 
is the intersection of all receiving data, finally {s1}is the 
complete result of multidimensional range query. In our 
method, TCS is temporal-based storage scheme, which 
imply multidimensional range query only deliver to one 
corresponding storage node. We assume all the infor-
mation has already updated to storage node and query 
duration have not exceeds to next period. Continue use 
query, we will receive data without any unnecessary in-
formation since storage node has entire environment data 
and index information of target in storage node's period, 
that imply storage node is able to decide which infor-
mation is complete conform with query condition. After 
storage node forward query to corresponding source node, 
sink receives pure data from source immediately. 

 
Figure 4.  Multidimensional range query 

We simulated based on Java program to evaluate and 
compare the Temporal-Centric Storage (TCS) scheme to 
Data-Centric Storage (DCS). In this simulation, the com-
munication range of each node is 50 m. 500 sensor nodes 
are distributed over 500x500 m2 field. 

We first evaluate the impact of rsat, in TCS. rsat, influ-
ence the number of nodes in storage area directly. Fig.5 
shows the increased rsat, decrease number of dropped data 
from memory. Leader receive event update packet and 
choose one of member to store data, increased number of 
members means used probability of member is reduced 
and average residual energy increased. In this simulation 
the network size is 500x500 m and G=5, range rsat, cannot 
exceed 50m or storage area will cover each other. 

Fig. 6 shows impact between query rate and hot-spot 
traffic. We observed the Fc of hot-spot in DCS is higher 7 
Kbyte (63.2%) than TCS when rq=1, and the traffic of 
hot-spot in DCS is higher 43 Kbyte (61.8%) than TCS 
when rq=15. The result shows TCS improve hot-spot 
traffic efficient and DCS causes large hot-spot traffic since 
the number of storage space restricted by limited event 
types. 

It is just the reason that there are a lot of protocols de-
signed for wireless sensor networks, such as routing pro-
tocols, MAC protocols, topology control, data processing 
technology, and so on. However, most of the existing 
researches on WSNs are carried out after sensor nodes 
have been deployed, and some studies even completely 
ignore the structure of WSNs. 

 DISCUSSION V.
From the experiment data above, it is proved that the 

performance ratio of the our placement algorithm is no 
worse than (1+[(2~1/2D-2r/2R)])(lnn-lnlnn+(R)(1)) for 
the single-tiered wireless sensor network, and the place-
ment algorithm for the two-tiered network is no worse 
than (1+[(2~1/2d)/2R])(lnn-lnlnn+(R)(1)), where D is the 
size of the sensing field, n is the number of initial sensor 
nodes, constants R> r> 0 are the communication radius of 
relay node and sensor node. 

 

 
Figure 5.  Impact between rsat and total dropped packets in TCS 

 
Figure 6.  Impact between dimensional and total traffic 

Through analyzing the impact of the positions and 
number of sensor nodes on network data storage lifetime, 
we design placement algorithm to prolong the lifetime of 
WSNs. It is proved that the storage node placement prob-
lem in wireless sensor networks is NP - hard; it is also 
proved that the performance ratio under worst-case of our 
algorithm is O(log n), where n is the number of sensor 
nodes.  

Our environment is efficient where large amounts of 
sensing data are generated, but only a small portion of 
them are queried. We assume a sensor field where sensor 
nodes are uniform deployed and time synchronized when 
initial process. Sensor nodes are stationary and aware of 
their own location with GPS device or location technology. 
We using Perimeter Stateless Routing (GPSR) protocol 
for any packet transmit in the sensor network. GPSR use 
two algorithms to achieve routing process. First sensor 
node forward packet progressively to the neighbor node 
that closest to destination location as greedy algorithm. If 
greedy forward is not work, we use perimeter forward 
algorithm. So, in mobile wireless sensor networks, there is 
no need to monitor each point in the sensing field contin-
uously. In fact, periodic monitoring is sufficient to meet 
the needs of most applications in mobile wireless sensor 
networks. This new coverage model is called sweep cov-
erage, which can save a large number of sensor nodes. By 
the analyzing of experiment result, we explored t-sweep 
coverage problem in mobile wireless sensor networks, and 
then, we gives a clear definition on it. Next, we calculated 
the minimum sensor density to satisfy t-sweep coverage. It 
is assumed that the speed of mobile sensor nodes is v, the 
sensing radius is R, scanning interval is t, then in mobile 
wireless sensor networks, if vt 2(3~1/2)R, then the den-
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sity of mobile nodes should be O(4/3vtR) to satisfy t-
sweep coverage, otherwise, it is O(2/3(3~1/2)R2); in hy-
brid sensor networks with a certain number of static sen-
sor nodes, if vt 2(2~1/2)R, the density of mobile nodes 
should be O(4(2~1/2)/evtR), otherwise, it is O(2/eR2). 

Traditional external storage-based scheme relies on 
centralized server, which storing data outside of sensor 
network. The neighbor nodes of external server are used 
with high probability and power consume quickly. In local 
storage-based scheme, sensor node store data itself if it 
detects event. In this manner, network lifetime decrease 
quickly because sink deliver query with flood-response 
pattern. Many data dissemination scheme have recently 
been proposed to reduce the cost of discovery and query 
in wireless sensor network.  

In this manner, events detected and named by type. The 
sensing data can be pushed to storage node that calculates 
by hash function on the event type. Sink deliver query to 
storage node by same hash function without discovery 
process. Index-based scheme extend behavior of data 
dissemination of DCS. In this manner, sensor node deliver 
index to storage node and store data locally if event de-
tected. 

This is efficient when large amounts of sensing data are 
generated, but only a small portion of them are queried. In 
TCS, source updates information to storage area without 
target data when target detected. For alternative, it updates 
index. TCS causes target data traffic when source deliver 
data to sink only. In DCS, all the sources that detect target 
deliver target data to storage area and cause large target 
data traffic.  

 We can observe the number of storage node is con-
strained by number of event type from above scheme. 
There is also having hot-spot problem when some event 
type detected frequently. The Two-Tier Data Dissemina-
tion (TTDD) method use source based grid structure to 
achieve data dissemination. In this manner, source con-
structs grid structure if event detected. Source C flood the 
advertisement message to entire grid structure. Sink A and 
B discover with local flooding pattern and deliver query to 
source C directly. However, TTDD consumes too much 
energy if targets are also mobile since the grids are gener-
ated on the basis of the source locations. In railroad 
scheme, the virtual infrastructure called rail which is an 
area where all the metadata of event data are stored. 
Source delivers metadata to the closest location of rail 
from itself. Once a query is issued, it circulates around 
Rail and searches relevant data stored in Rail. When a 
relevant metadata is found, the source node of the data 
transmits the corresponding data to the sink node which 
has issued the query. Some nodes of rail drops data quick-
ly from memory if event detected frequent in certain loca-
tion. 

 CONCLUSION VI.
In some environment, sensor device are disposable. 

Since economical on cost to deploy sensor network, sen-
sor nodes are relatively limited in communication and 
computation capability, small memory, and battery pow-
ered. Sensor network enables many applications such as 
vehicle tracking, battlefield surveillance, ecological and 
habit monitoring. The basic function of sensor node in-
cludes process, store and forward data. By observe from 
above application, the restriction of sensor node arise 

many issues of energy efficient and data dissemination. 
The efficient real time query plan is established by these 
factors. Firstly, the location and order of query will be 
decided by selectivity and the hop threshold will be calcu-
lated by the slack factors. Then all the nodes will be divid-
ed into different sets by comparing the relation between 
the hop count and the threshold. After that each set can 
adopt the same data delivery mode. 

In this paper, we propose a temporal-centric storage 
method based on a global grid structure. It doesn't restrict 
to the number of event types as the number of storage area. 
When some critical event type detected frequency, tem-
poral-centric storage scheme still avoid hot-spot problem 
since it disseminate data by hash on time. Normally, mul-
tidimensional range query request multiple attributes on 
same time, for example: "List all events whose humidity 
lies between 70 and 80, temperature lies between 20 and 
25 and detected snake target for last 30 minute duration". 
In order to solve the problem of large scalability and low 
energy efficiency in distributed data storage in wireless 
sensor networks, the author proposed a temporal-centric 
storage approach method. By using this method the sens-
ing data are stored in some storage node indexed by a hash 
function parameterized with detecting time. For this sce-
nario, our approach stores the sensing data based on time-
period and filters data centralized. It is assumed that the 
speed of mobile sensor nodes is v, the sensing radius is R, 
scanning interval is t, then in mobile wireless sensor net-
works, if vt 2(3~1/2)R, then the density of mobile nodes 
should be O(4/3vtR) to satisfy t-sweep coverage, other-
wise, it is O(2/3(3~1/2)R2). The Fc of hot-spot in DCS is 
higher 7 Kbyte (63.2%) than TCS when rq=1, and the 
traffic of hot-spot in DCS is higher 43 Kbyte (61.8%) than 
TCS when rq=15. Then, the sink can receive accurate 
result without any unnecessary data. Simulation results 
show that the proposed approach mitigates the hot-spot 
problem and can thus improve overall system performance 
substantially. These nodes act as rendezvous among sink 
and source nodes. Simulation results show that the pro-
posed approach mitigates the hot-spot problem and can 
thus improve overall system performance substantially.  
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