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Abstract—Internet-enabled technologies for robotics education are gaining 
importance as online platforms facilitating and promoting skill training.  Under-
standing the use and design of robotics is now introduced at university under-
graduate levels, but in developing economies establishing usable hardware and 
software platforms face several challenges like cost, equipment etc. Remote 
labs help providing alternatives to some of the challenges. We developed an 
online laboratory for bioinspired robotics using a low-cost 6 degree-of-freedom 
robotic articulator with a neuro-inspired controller. Cerebellum-inspired neural 
network algorithm approximates forward and inverse kinematics for movement 
coordination. With over 210000 registered users, the remote lab has been per-
ceived as an interactive online learning tool and a practice platform. Direct 
feedback from 60 students and 100 university teachers indicated that the remote 
laboratory motivated self-organized learning and was useful as teaching materi-
al to aid robotics skill education.   

Index Terms—Remote labs, Robotic articulator, Neural Network, Open 
Source, ICT. 

1 Introduction 

Technological advances have led to an increase in the use of tools that augment 
hands-on learning via virtual and remote labs, providing affordable laboratory educa-
tion to help students learn and practice experiments [1]. In this paper, we have devel-
oped a remote laboratory platform for robotics allowing students and teachers to use 
the platform for augmenting laboratory skill training. Remote laboratory is an Infor-
mation and Communications Technology (ICT) approach that allow users to perform 
experiments using highly sophisticated and expensive instruments without having to be 
physically present in the laboratory [2]. Augmenting ICT-based skill training has been 
reported via animations, simulations, remote-triggered experiments and haptic technol-
ogies [3]. By sharing expensive laboratory equipment within a large number of users, 
remote labs provide affordable experimental experience to students from geographical-
ly challenged places [4]. Students using remote labs have been observed to repeatedly 
practice experiments attributing the advantages of remote labs on classroom constraints 

iJOE ‒ Vol. 13, No. 1, 2017 61



Paper–Enabling a Freely Accessible Open Source Remotely Controlled Robotic Articulator with a 
Neuro-Inspired Control Algorithm 

like reduced damage, resource or time unavailability [5]. A study based on feedback 
indicated that ease of learning was perceivably increased with usage of remote labs 
when compared to traditional learning methods like books and digital simulators [6]. 
Remote lab experiments have been used as practice material (activities and assign-
ments) in addition to classroom assignments helping students develop improved prob-
lem solving skills[7]. ICT-enabled remote lab have been known to also reduce teacher 
work-load [5] and studies implicate their role [8] in helping students with self-
organized learning through these technologies. In this paper, via field trials, we also 
explored the role of a remote lab as a novel platform that augmented skill education in 
students towards the understanding of design and function of low-cost robotic articula-
tors with neuro-inspired control.   

In recent years, significant advances have been observed in robotics, artificial intel-
ligence and in the development of robotic control environments [9] which have also led 
to educational robotics as a component of STEM [10] subjects in schools and colleges. 
Robotics education implicates added economic cost and significant infrastructure re-
quirements. Development of neuroprosthesis has gained attention as an emerging area 
of research that is being driven by innovation in healthcare and also by robotics educa-
tion. Bioinspired design and keeping lower financial cost are challenges for novel neu-
roprosthestic designs. Research groups in India and developing nations have been 
trying to develop low-cost prosthetic devices and sustainable robots to improve human 
interface and to mimic human behaviour [11] [12]. Neural networks, a bioinspired 
approach inspired from the brain, have been employed as controllers that could learn 
and detect events [12]. Speech detection for interactive toys [13] currency counting 
[14] are some of the applications that uses neural networks on low cost devices. The 
third generation neural networks, spiking neural networks (SNN), are generalized 
mathematical models which are now used in the area of robotics to plan trajectory, 
predict co-ordinates, separate patterns, and classify tasks [15], [16]. SNN mimics the 
firing dynamics of the neurons giving more emphasis on timing and amount of the 
information processed. Bio-inspired control architectures with spiking neural networks 
(SNN) are now implemented on FPGA based boards to develop low cost, low power 
hardware for helping people with cervical spinal cord injury [17].  

Conventional approaches of designing low-cost anthropomorphic robotic articula-
tors with bio-inspired control mathematically reconstruct some of the complex kine-
matics of human arm without the neural coding geometries or spiking dynamics regu-
lating spatiotemporal information. Studies have demonstrated prosthetic devices with 
inputs from rat brain circuits as bio-feedback controllers [18], [19]. Since 1970s, cere-
bellar supervised learning consisting of neural circuit models that optimally control via 
modulation of firing dynamics [20] have been proposed and have been used by imple-
menting cerebellar network on VLSI chip[21]. Having a control algorithm employing 
neural firing dynamics instead of explicit kinematics could help biophysics and bioin-
spired robotics education.  

This paper focuses on the design, implementation and pedagogical analysis of a 
low cost robotic arm that can be used an education platform for fundamental concepts 
in bio-inspired robotics. Low cost robotic articulator developed here lacked efficiency, 
accuracy and precision. These disadvantages allow studying the approximation roles of 
generalised spiking neural network algorithms that can represent and predict kinemat-
ics of the robotic articulator. The remote lab allowed students groups an access to la-
boratory practical skills in robotics. An assessment on the usability, usefulness and 
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deploy-ability of this remote laboratory was also done on student and teacher groups. 
We have made the robotic articulator available freely via vlab.amrita.edu.   

2 Methodology 

2.1 Architecture 

Remotely Controlled Robotic Articulator: A 6 degree-of-freedom (DOF) robotic 
articulator was designed and implemented to be used by students and teachers as a 
learning platform (Nair et al. 2008) in order to understand fundamental concepts in 
bio-inspired robotics. The articulator consisted of revolute joints that allowed roll and 
pitch movement with 20mm precision and load capacity of 270gms and each joint 
could handle values from 0-180° (Fig. 1A).  

In the conventional method, the DH (Denavit-Hartenberg) technique [22] was em-
ployed to model the kinematics of the arm which used parameters !i, ai, di, "i to repre-
sents twist angle, link length, link offset and joint angle respectively for each joint of 
the robotic articulator [23]–[25] (Fig. 1C). We implemented forward kinematics [26] to 
calculate end-effector transformation using joint angle  for the articulator 
(http://vlab.amrita.edu/?sub=3&brch=257&sim=1458&cnt=3171) and inverse kine-
matics to find the joint positions when provided with the orientation and end effector 
coordinates (http://vlab.amrita.edu/?sub=3&brch=257&sim=1459&cnt=3170 ). Each 
DOF was actuated via a servo motor (Fig. 1B) which was controlled by pulse width 
modulation signals of 20ms time periods and a duty cycle of 1-2ms.  A pulse of 1ms 
was used to move the motor to 0, a pulse of 1.5ms was used to move the motor to 90 
and a pulse of 2ms was used to move the motor to 180. Sequential pulse inputs main-
tained the position of the articulator. The articulator was controlled remotely over in-
ternet and included a live video feed. 

A dataset of 110 data points was generated from the robotic articulator to train the 
spiking neural network algorithm. A data point contained 9 attributes (6 motor values 
and an end effector Cartesian coordinates). In the initial part of the study the dataset 
was used to train a spiking neural network (cross-validated with a percentage split 
method).  

 
Fig. 1. Deploying a low-cost robotic arm as a remote lab: A. 6 DOF robotic manipulator used 

as an equipment for remote lab B. Axis representation for the joint angles. C. Servo mo-
tor components 
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Remote laboratory: Remote lab was developed on the virtual laboratory collabo-
ration and accessibility platform (VLCAP) [27] platform that provided integration, 
support and secure access to remote learners. Learning related content such as theory, 
procedure, quiz, assignment and references were posted as tabs. Users may access all 
learning related tabs in the remote lab. User authentication was included to ensure 
single user access at any given time. Authenticated users could log on to the remote 
panel and scheduler. Slot-booking deployed in the system allowed users to reserve 
their required time slots so that the equipment was available for the user at that particu-
lar time. The authentication details were stored and used as a metric to calculate the 
usage time of the device as per user. An USB video device connected to the server 
provided live streaming of the triggered experiment. 

We implemented the remote labs using two different approaches (Fig. 2). Prelimi-
nary implementation (Fig. 3) of remotely controlled labs was based on commercial 
software and hardware [28]. Programming was done using National Instruments Lab-
VIEW, a commonly used control, simulation and automation software. Data acquisi-
tion cards were used to acquire data from an XML-based input by a user who altered or 
moved the virtual control knob or the slider on the GUI. Data transmission was regu-
lated to reduce requirements of network bandwidth and the quantity of data transmitted 
assuming users from remote villages in India had lower bandwidth. We even reduced 
the video frames per second to 7 to keep experimental bandwidth low at the user end. 

 
Fig. 2. Remote lab deployments with proprietary (left) and open-source implementations 

(right). 

 
Fig. 3. Implementation and Architecture of Remote lab available via vlab.amrita.edu 
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As an academic challenge, we followed the Free and Open Source Software 
(FOSS) implementation as a second approach, where we used an ARM processor 
based Raspberry Pi as controller and a JAVA-based web server for communication 
purposes. In this implementation, the experiment set-up was connected to the ARM 
processor which was linked to the lab server through a wireless network connection. 
Embedded ARM processor has protocols to retrieve and transmit data over the internet 
which makes the triggering of experiments easier. Controller for the robotic arm was 
modelled on the software as an artificial neural network based on the cerebellar archi-
tecture. When a user sends an input signal through GUI, the control program com-
municates a corresponding trigger to the remote equipment.  

Remote lab GUI allows users to control knobs and buttons in GUI and thereby ad-
just the instrument setting [29]. When user accesses an experiment, http GET request 
was sent to the web server that fetches the corresponding file and sends it to the client 
browser. User can select an input and click the "Run" button, a XML coded instruction 
is sent to the lab server.  Lab server decodes the message and transfers it to the data 
acquisition card and the control program then controls the experiment. All the received 
signals were processed by the bioinspired controller which was then send to remote 
device through the microcontroller. Remote equipment was triggered and the output 
raw data was collected from the data acquisition device. Control software processes the 
output data and sends back to the web server that transfers output to the user GUI over 
the internet. Results were recorded and transmitted to user GUI which can be exported 
(comma separated values or JPEG formats) for further use.  

We perceived that the FOSS implementation allowed us to substitute the cost of 
proprietary software although configuring hardware and their complexity [3] needed to 
be handled independently. 

2.2 Bioinspired Controller 

Cerebellum has been known for sensorimotor control which is attained by its struc-
ture, function and modular nature. We modelled inputs as in sparse coded patterns of 
granular layer. As in a rat cerebellum, each granule cell is known to receive around 3-5 
mossy fibres[30]. Sparse coded granule cell activities are integrated and the spike in-
formation is passed to the Purkinje cell.  This allows to perceive the cerebellum granu-
lar layer and the Purkinje cell as a pattern separator and perceptron. 

The bioinspired controller used to control the arm was based on a cerebellar archi-
tecture (Fig.4.) with spiking neurons represented by Adaptive Exponential Integrate 
and Fire (AdEx) [31] models. Kinematic parameters obtained from the robotic articula-
tor were normalised and converted to spiking information using different encoding 
methods [32]. Spiking patterns obtained for each input was divided into 20ms time 
bins and then rate coded by counting the number of spikes in each bin. Studies have 
shown that there was a maximum of 15 spikes in 50ms [33]. 18 granule neuron models 
were created for each time-bin. Input quantisation was kept as 4 so as to incorporate 
properties such as generalisation and learning interference. 

If there were 2 spikes in 50ms then 2nd -5th granule neurons in then model were ex-
cited to fire. The network circuit consisted of 3600 neuron models from among which 
around 100 neuron models were activated based on the pattern thus acting as pattern 
separator.  The  whole  network  was  build  based  on  a  lookup table which adapts the  
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Fig. 4. Cerebellum Inspired Pattern Separator for GUI based Remote labs 

Cerebellar Motor Articulation Control (CMAC) [15]. The activity of the granule neu-
ron models was integrated and then a threshold was applied to classify the pattern, 
following which it was passed through the decoder. Decoder converted the spiking 
signals into the joint angles (manuscript in preparation) and given to the microcontrol-
ler. Learning was modelled using Hebbian mechanisms, adapting at the granular layer 
model to output node connections allowing the robotic manipulator to reach the user 
assigned target, while adjusting the motor angles by a feedback mechanism. During the 
training phase, the datapoints collected from the GUI as csv (comma separated value) 
file were used to set the connection weights of the network. Test the learnt classifier 
was performed directly by taking user-based input from the GUI and predicting the 
trajectory.   

2.3 Cost Analysis on Implementation of Open Source Model over Non Open 
Source Model 

In order to evaluate the efficacy of our deployment of online laboratories, economic 
factors were assessed.  Sustained usability of such platforms rely mostly on the cost 
related to it [34]. Cost related attributes including experimental setup implementation, 
deliverability, and maintenance of lab resources were analysed. A survey on these key 
factors that governed implementation and deployment of proprietary model and open 
source model is presented in Table I. 

2.4 Pedagogical study 

Although the virtual labs platform has over 210000 registered uses, in order to as-
sess the role of such online labs as supplementary education tools for University stu-
dents and teaching material for professors, we used direct and online feedback from 
user communities who attended the several hands-on workshop sessions.   

Evaluating students’ usage perspective on remote lab as a learning tool: To 
analyse the role of remote robotics labs as learning material, experiments based on the 
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online articulator including the control of a servo motor in a bio-robotic environment, 
understanding the kinematics of a robotic upper arm, were given as an exercise to a 
group of 60 postgraduate students (mean age=21). Participants were not previously 
familiar with these experiments from classroom education.  Participants were trained to 
operate the remotely controlled experiment set-up and equipment. As feedback, a set of 
questions in TABLE II were provided and the student’s responses were analysed. Par-
ticipants rated the questions by giving Likert-scale numerical values from 1 to 5 (1- 
Very poor, 2- Poor, 3- Average, 4- Good, 5- Excellent). The aim was to analyse 
whether students were able to interpret both theoretical and laboratory aspects of the 
experiments using the remotely controlled education platform.  

Analysis of teacher perspectives: To analyse usage of remotely controlled labs in 
classroom education, we collected feedback from 100 university professors who at-
tended a one-day workshop on “Blending virtual labs into the regular curriculum of 
educational institutes” at our campus. A comprehensive overview of usage of virtual 
and remote labs was provided to the participants followed by hands-on training on 
usage of remote equipment and robotic articulator in a blended classroom scenario. 
After training, a set of feedback questions (see TABLE III) regarding the remote lab 
usage was given to the participants. Teachers marked their choices (agree/disagree) on 
blending remote labs to student’s curriculum. 

Table 1.  Cost Analysis Of Open Source And Proprietary Model Implementations Of Remote 
Labs 

Parameters chosen for cost analysis   Factors taken into account for analysis   
Experiment design and implementation   Software cost, hardware and material cost   
Deliverability of online resources   Computers with internet connection and other network 

devices    
Maintenance of laboratory resources   Energy cost, Component replacement, Employee cost   

3 RESULTS 

3.1 Remotely controlled robotic arm as a supplementary classroom material 
in universities 

Among 60 students in a postgraduate classroom, 66.6% indicated, remotely con-
trolled experiments are an excellent tool for learning as it resembled a traditional la-
boratory and the experiments had a realistic effect.  

16.66% indicated it as a good material and the remaining 16.66% indicated it as an 
average online tool for learning. 75% students indicated the online performance of the 
experiment was excellent throughout the lab hours and 70% students reported that the 
control of remote experiments and equipment was sufficient to understand the experi-
mental concepts. Also, 90% of students indicated remote labs as an excellent tool for 
gaining a clear understanding of the experiment and related topics while 10% indicated 
it as a good tool for understanding concepts. Low rating in some cases correlated with 
lack of computer proficiency to work with remote experimentations (see Fig. 5A).  

iJOE ‒ Vol. 13, No. 1, 2017 67



Paper–Enabling a Freely Accessible Open Source Remotely Controlled Robotic Articulator with a 
Neuro-Inspired Control Algorithm 

The survey involving the 100 college professors indicated that 75% preferred to 
include remotely controlled experiments in their classroom scenarios, 82% agreed that 
remote labs helps them to teach students on the basics and underlying mechanisms for 
practicing real labs and equipment related studies, 76% teachers indicated that control 
over interactions provided on experimental interface were satisfactory to supplement 
traditional laboratory education, while 78% indicated that the topics covered under 
remote laboratories were relevant to the courses that were offered at their university 
(Fig. 5B). Verbal feedback from the university teachers was to include more remotely 
controlled experiments. 

Table 2.  Evaluating the Effectiveness of Remotely Controlled Experiments in Classroom 
Education 

SI. No. Questions 

Q1 How realistic do you feel while working with the remotely controlled experiments when 
compared to traditional labs? 

Q2 The online performance of the experiment was satisfactory throughout the lab hours. 

Q3 The control of remote experiments and equipment was sufficient to understand the concepts. 

Q4 A clear understanding of the experiment and related topics was gained 

Table 3.  Evaluating Usage Of Remote Labs In Classrooms 

SI. No. Questions 

Q1 I prefer to include remotely controlled experiments in my classroom 

Q2 Remote lab helps teaching students on the basics and underlying mechanisms for practicing 
real labs and equipment based studies. 

Q3 The controls over the interactions on experimental interface were satisfactory to supplement 
laboratory education 

Q4 The topics covered were relevant to the course offered at your institute. 

  

Fig. 5. Pedagogical Analysis: A. Student feedback on usage of remote laboratories in their 
learning. B. Teachers’ responses towards usage of remote labs in their teaching curricu-

lum. 
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3.2 Cost Benefit Analysis of Remote Lab Models 

In the FOSS architecture, a single raspberry device handled four experimental 
setups although commercial data acquisition device allowed better scalability for 
multiple experiments. For each of the experiments, device specific Java code were 
used. Usage of Wi-Fi adapter on Raspberry Pi made it portable.  

Cost Benefit Analysis (CBA) study showed most of the experiments deployed in 
our laboratories were economically viable (Fig. 6) for multi-device remote labs.Costs 
for implementing open source model was relatively low when compared with 
proprietary model by avoiding licensing costs. Deliverability for ICT-employed open 
and commercial platform dependent methods was comparatively similar.  

3.3 Reconstruction of Kinematics from Neural Activity and Learning 
Behaviour 

Encoding of kinematic parameters by the cerebellum-like neural network involved 
firing rate dynamics (Fig. 7A). Each articulator parameter was encoded as a variation 
in rate code. Total simulation time for a single pattern was 1s. The mossy fibre input 
(Fig. 7A) generated using the encoding scheme was mapped to the granular layer 
which acts as association layer. Around 3% of the neurons were excited (100 off 3600 
neurons) for implicit representation of an input datapoint.  

Employing percentage split cross-validation, accuracy was seen higher when da-
taset split was between 60-70% (Fig. 7B). Mean squared error (MSE) estimates indi-
cated that the prediction accuracy increases as the number of epochs increases and 
reaches an optimum solution (Fig. 7C) from an average of 0.3771 to 0.1583. 

With a Hebbian learning model and a network learning rate of 0.01, the controller 
could predict and classify movement (red trajectory in Fig. 7D) and the prediction was 
validated using trajectory generated through DH transformations (blue trajectory in 
Fig. 7D).  

Granular layer neural network model was deployed to reduce computational cost 
and to represent both generalization and learning interference. 4 spiking neurons were 
used for discretizing each input feature. Optimal results for classification were obtained 
when the quantization was in the range of 3-5. Average percentage accuracy was 64% 
and computational time 188.714±20s. When quantization was modified to 6, accuracy 
decreased to 41% and computational time increased to 319.164±12s. 

 
Fig. 6. Comparison of Economic cost of open source and proprietary software.  
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Fig. 7. Bioinspired Controller with a cerebellum-inspired architecture. A. Encoded mossy fibre 

behaviour from kinematic parameters. B. Percentage accuracy for dataset with different 
percentage split. C. Generalization behaviour of bioinspired network. D. Trajectory 

comparison 
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4 Discussion and Conclusion 

Online laboratory education with neuro-inspired controller based articulator allows 
a novel method to teach and learn robotics in the context of bioinspired robotics. 
Through our deployment we found ICT-enabled remote laboratories for robotic educa-
tion are useful as learning or teaching platforms for students and teachers. Although 
remote labs are not favoured by biology students, we find an increasing trend in usage 
of such tools for skill training. Examination season showed augmented usage of the 
remote devices as learning environments (data not shown). Feedback collected sug-
gested that remote labs for bioinspired robotics improved the technical performance of 
students taking a first course in robotics via the remote labs. Student users indicated 
that remote lab as a good or excellent educational tool for understanding the experi-
ments related to robotics and its related contents. Less than 20% of the students have 
stated about usability, online performance and the equipment satisfaction was average. 
We also saw some of the correlations to poor score relating to deliverability of online 
resources like of the speed of the internet. 70-80% teachers reported that remote labs 
are used in classrooms and follow university syllabus with equipment and reference 
materials rated as satisfactory.  

Due to difficulties like cost and infrastructure, laboratory education has become a 
major challenge to emerging universities. Virtual and remote laboratories are perceived 
by teachers as a supplement to laboratory education and skill training.   

FOSS implementation based remote labs involves more equipment-specific pro-
gramming but can be viewed as a cost effective method when compared to proprietary 
software based implementations. Our FOSS implementation could handle 4 experi-
ments at a time but was sufficient for our purposes. At the lab, this has also encouraged 
student to develop remote labs during their thesis internships. We also heard more 
groups willing to engage in unifying several such engineering problems as online la-
boratories. 

From the robotics perspective, this was a first demonstration of a spiking control 
algorithm for low-cost robotic articulators that employs a cerebellar architecture allow-
ing neuromorphic interpretations to model sensorimotor processing in brain circuits. 
Synchronous firing behaviour of the input neural firing patterns suggest that the algo-
rithm looks into the concept of generalisation and also learning interference. The role 
of the algorithm as a pattern separator allows the controller to be scalable. When in-
creased DOF were to be included, number of neurons augmented linearly with the 
number of kinematic parameters and DOF. This will further allow more complicated 
robotic articulators to be controlled without major changes to the algorithm. Studies 
[35] demonstrate dynamical state of the network was regulate by a small number of 
neurons as in biological networks. In our model, around 3% i.e. 100 of 3600 neurons 
are excited while representing a single data point.  

From a biomimetic perspective, the model focusses on signals based on the spike 
timing and amount of information to kernelize the kinematics of a multi-DOF robotic 
articulator. The role of timing, although significant, was not included in this implemen-
tation. Adaptation of information by complex interneurons can also be incorporated to 
include feedforward and feedback roles to regulate movement control. We are extend-
ing this model by introducing spatio-temporal properties of spiking neurons organized 
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in modular microzones and implementing learning rules at these layers to improve 
timing. 

As a remote lab, we are yet to develop a GUI for the control algorithm and to allow 
users to define and manipulate the organization of the software neural network model 
and its learning dynamics. We are yet to build a neural interface to optimize the spik-
ing neurons in the network. However, at the current state, we find teachers and students 
employing our lab for both study and dataset generation. Having remote lab on robot-
ics has helped several groups to compete at conference competitions. Several user-
related challenges like the economic cost, anytime- anywhere access and biological 
resemblance are indicated to have been overcome with the deployment of remote lab 
implemented on a FOSS platform. We see several humanitarian technology challenges 
that employ robotics for education, skill training, during disaster management and for 
healthcare and medicine. 
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