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Abstract—This article presents a supervised control position system, based 
on image processing and oriented to the cooperative work between two human-
oid robots that work autonomously. The first robot picks up an object, carry it 
to the second robot and after that the same second robot places it in an endpoint, 
this is achieved through doing movements in straight line trajectories and turns 
of 180 degrees. Using for this the Microsoft Kinect , finding for each robot and 
the reference object its exact spatial position, through the color space conver-
sion and filtering, derived from the information of the RGB camera that counts 
and obtains this result using the information transmitted from the depth sensor, 
obtaining the final location of each. Through programming in C #, and the de-
veloped algorithms that allow to command each robot in order to work together 
for transport the reference object, from an initial point, delivering this object 
from one robot to the other and depositing it in an endpoint. This experiment 
was tested performed the same trajectory, under uniform light conditions, 
achieving each time the successful delivering of the object. 

Keywords—Cooperative control, fuzzy logic, image processing, robot control, 
3D vision and stereo.  

1 Introduction 

In the last decades, the robotic systems and robot control techniques have evolved 
significantly. The development of actuators and sensors that increase in greater com-
plexity as much the robotic structure as the control autonomy of the robot. Among the 
more advanced structures are the humanoid type and among more advanced  the tech-
niques of supervision and control are machine vision systems and the intelligent algo-
rithms, which give rise to cognitive robotics [1], for the latter case are outstanding 
Neural networks and fuzzy logic. 

The control fields of robotic systems through machine vision, include applications 
of aerial auto navigation, for example those based on nano-cybernetic systems as the 
one in [2]. Similarly, Kinect-based machine vision systems, the Microsoft-developed 
sensor that recognizes gestures, voice commands, images and objects, have resulted in 
developments such as those presented in [3] and [4], both based on recognition of the 
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human face. In the first, an application on an android robot, allows the robot to repli-
cate the tracking of the view that a person uses when interacting with a group. In the 
second, the skin detection algorithm is added to segment the hands and teleoperated to 
robotic arm. 

An industrial application based on the control of a delta robot, using machine vi-
sion algorithms, is presented in [5], the robot can take from one conveyor belt, objects 
in disorder and order them in another band. In [6] a machine vision system is used to 
identify specific objects to be manipulated by a robotic arm managed by a computer 
brain interface. In [7] is presented a robotic arm controlled using a machine vision 
system, which includes learning by reinforcement, implementing neural networks. 

In [8] a quality inspection system is developed in which, through stereo vision, it is 
sought to expose the entire piece to be evaluated directly, with the cameras, avoiding 
obstacles and occlusion of the object by rotation. In [9], a stereo vision system is 
presented along with a force feedback system, which is used to know the spatial inter-
action of a robotic manipulator with the medium in which it works. 

In [10] a trajectory planning system is presented to replicate an image through a 
robotic system, using image processing algorithms, where the identifier is a deter-
mined set, which is followed as a path by the Robot, extending the possibility of ap-
plications to laser cutting systems, for example. 

In [11], a path prediction method is used to achieve the displacement of a human-
oid type robot, to visually follow a moving object and to move to its final position in a 
reduced trajectory.  

Previously was showed the state of the art to establish control strategies for robots, 
through machine vision systems that depends on decision systems, generally support-
ed by techniques of artificial intelligence such as fuzzy logic. 

This article covers the development of a control algorithm for two robotic human-
oid agents, working together under the supervision of a machine vision system, which 
generates autonomy for the interaction between robotic agents. A control system of 
the position of the robotic agents, for move reference object between localizations, 
contributing to the state of art a fuzzy position controller, a 3D vision system using 
Kinect and the collaborative manipulation between two robotic humanoid agents, 
which together have not been widely developed. Previous work developed by the 
group and that serve as a basis for the replica of the present work are exposed in [13-
15], Previous works with the same control objective are not found in the state of the 
art under the proposed machine vision system.. 

The following article describes the algorithms used for the identification of each 
robotic agent and the reference object, in the section 2, in the section 3 we present a 
fuzzy controller for control the results obtained and finally in the section 5 the conclu-
sions. Position of the robotic agents, in section 4 are presented 

2 Machine vision system 

The Figure 1. Shows the application environment, the two robotic agents, the Ki-
nect sensor, the computer equipment and the reference object. The first target is iden-
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tify each robot spatially to control the displacement. The identification system is 
based on the Microsoft Kinect, which has an infrared projector that generates a grid 
pattern captured by a camera of the same type, through this function is possible gen-
erate a depth map that relates the distance between the objects and the Kinect, within 
its range of operation. Also the Kinect has a RGB camera, with a resolution of 
!"#$!!"#$ pixels, where the color information is obtained. These two tools of the 
Kinect are used for the detection of each robot and the object of reference. 

 
Fig. 1. Application environment 

For the case, of the color information is located each robotic agent by a circular 
identifier in the head of each of them. For each identifier, was used image processing 
algorithms to differentiate the color of both robots. For the first one, a was used a red 
circle and the for the second one was used a blue circle. The green ball that is the 
reference object, is also identified by a color identification algorithm. 

To filter the colors that allow to discriminate each robot in the image, a color trans-
formation is used to emphasize to each tonality in the space, the red one and the blue 
one. In this case the transformation from RGB to !!!!!, this transformation takes 
each !! and !! components separately, as result the blue and the red color are high-
lighted. In Eq. (1) to Eq. (3) are illustrated the equations that allow to obtain the trans-
formation between the described color spaces. The reference object is filtered from 
the ! component of the original color space. 

 
! !!!!! ! !!!"" ! ! ! !!!"# ! ! ! !!!!" ! ! (1) 

!" ! ! ! ! (2) 
!" ! ! ! ! (3) 

 
The component !! as the component !!, are thresholds in order to filter only the 

circles that discriminate each robot, eliminating any other element of the image. In 
Eq. (4) the method of thresholding is shown, where Utl corresponds to the lower 
threshold and Uth to the upper threshold, the pixels below and above the respective 
thresholds are set to black and the range of intermediate pixels left blank, these Last 
will correspond to the circular area. 

 

! !!! !
!!! !"!!!!!"# ! ! !!! ! !"!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!"!!"#$%!!"#$

 (4) 
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These thresholds were determined by finding only the desired hue. For the refer-
ence object, the same threshold was used, but with respect to the component !, of the 
RGB space. 

The thresholding leaves some contours of the robot in the image. To eliminate it, 
an opening morphological operation is applied, defined by Eq. (5). First a morpholog-
ical erosion operation is carried out, that reduces the area of all white pixels, followed 
for a dilation operation, which restores all those pixels that did not disappear in the 
previous operation, in this case all that is not the red or a blue. These operations uses a 
square structuring element of size !!!. 
 

!!! ! !! ! ! ! (5) 
 

In Figure 2 we can see the result of the red color discrimination, where the image 
captured by the Kinect, the unification with noise and the result of the opening opera-
tion are observed. 

In Figure 3, the result of the same image processing operation is seen, but oriented 
towards the detection of the blue circle. Respectively, the low threshold (Utl) and the 
high (Uth) were 185 and 202 for red and 198 and 216 for blue. 

 

 
Fig. 2. Red circle detection 

 
Fig. 3. Blue circle detection. 

The sensor depth camera with the SDK developed by the manufacturer allows to 
obtain its information by programming, delivering the data in the form of a byte type 
array, where the depth value of each pixel of the image is represented by 13 Bits, thus 
requiring two bytes to store it, in which the first bits represent the depth directly in 
millimeters. Access to this information is made keeping in mind that there is only one 
channel, which implies a three-bit shift to access the depth measurement between 
pixels. For the case, an index is used that determines which is the pixel in the image 
of which it is wanted to know the distance Eq. (6). 

 
!"#!$% ! !"#$%! ! ! !"#$%&!!"#$% ! !"#$%! ! (6) 

 
Therefore, the depth distance to each robot is located in the center of the circum-

ference, which discriminates each robot, taking each center as the index of pixels and 
locating it by Eq. (7) in the depth arrangement. 
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!"#$% ! !""!#$%&'(!!"#$%! ! ! (7) 
 
In Figures 4 and 5 show the finished image processing for the spatial location of 

each robotic agent, identifying the distance to each one. 
 

 
Fig. 4. Distance detection of the red robot 

 
Fig. 5. Distance detection of the blue robot. 

3 Fuzzy position controller 

The problems of friction against the floor, during the displacement of the robotic 
agent, presents variations in the same trajectory, as can be seen in [9]. In this case, 
each robot must rotate on its own axis and then move in a straight line. According to 
Figure 6, robot one will take the reference object (OPI) from an initial position PIR1, 
after this it will rotate 180 degrees (GIT) and move in a straight line (TR1) to the 
second robot located in position PIR2, It will deliver the object to you and will rotate 
back 180 degrees back to its starting position (GR). The second robot, which now has 
the object, will rotate 180 degrees (GIT) to continue in a straight line (TR2) to the 
object's final position (OPF), deposit it and rotate 180 degrees in return (GR) to its 
position (PIR2). 

 
Fig. 6. Trajectories to follow. 

The figure 7 shows the deviation presented by the robot in one of the straight-line 
tests. 

The figure 8 shows the deviation presented in one of the 180-degree rotation tests 
performed by robot 1, taking as reference 0 degrees when the robot is facing the ki-
nect, -90 when it is picking up the object and 90 when it goes in the direction of the 
robot 2. 
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Because both robots must follow straight trajectories and rotate 180 degrees, it is 
required to control the position of each against of the deviations presented, or they 
will never intersect each other to move the object from the initial position to the final 
position. To solve this problem, a diffuse position controller is implemented. 

Because humanoid robots employ intelligent servomotors, which receive a speed 
parameter and a position parameter, they are shown by a fuzzy proportional derivative 
controller, under the scheme presented in Figure 9. 

 
Fig. 7. Deviation of the robot in a straight 

path 

 
Fig. 8. Deviation of the robot in a rotation of 

180°. 

Fig. 9. Block diagram of the control loop 

Where the position error, seen as the difference between the position in which the 
robot should be and the real position, is shown in Eq. (8). 

 
! ! !!"# ! !!"# (8) 

 
This error is calculated in two ways, the first one when the robot is in the straight 

path, in which the error is determined by the difference between the depth measured 
by the Kinect, with respect to the central pixel of the circumference and the depth that 
should be, which is a straight line so is constant. 

The second, when the robot is rotating, the angular error is determined by calculat-
ing the roundness of the circular area that identifies each robot. This calculation is 
performed by Eq. (9). 
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!"# !
!!"
!!

 (9) 

 
If the robot has completely rotated 180 degrees, the roundness value will be 1, but 

a smaller value will be obtained inversely proportional to the angular error from the 
final position in which the robot stopped. 

The rule base used for the fuzzy controller for the position during the straight path 
is shown in Table 1. Table 2 show the rule base for the fuzzy controller. Where Z 
corresponds to zero error, N to negative, P to positive, M to medium, A corresponds 
to high and B to low. So is possible to have a negative error low (NB) or positive high 
(PA)  

Table 1.  Diffuse rules for the straight path. 
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Table 2.  Diffuse rules for the 180 turn. 
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Because a 90-degree error would mean zero roundness, which corresponds to the 
maximum error, membership functions were limited to the range -90 to 90 for turn, 
from -100 to 100 mm for a straight path, as illustrated in Figure 10. 

  
(a) Straight trajectory (b) Rotating trajectory. 

Fig. 10. Fuzzy sets for error in: (a) (b)  

Figure 11 output of the membership functions. 

 
Fig. 11. Fuzzy set for the output. 

It was decided to use the ruspinni partition in this way to obtain a value of one 
generating a better control of the movement. Also, the defuzzification method used 
corresponds to the center of gravity method [2], because it allows to better balance the 
output value with respect to the activation of the corresponding rules. In Eq. (10) is 
shown the way of obtaining the fuzzy output value  

 

! !
!!!! !! ! !!!

!!!

!!!!!!!!!
!!!

 (10) 

4 Results 

The algorithms developed were implemented using a computer with a 2,5 GHz 
CORE i5 processor and 6 GB of RAM; The software development kit provided by 
Microsoft® for Kinect version 1.5 was used, and the Visual C # Express distribution 
was used as the development platform in conjunction with the EMGUCV machine 
vision library. Two Robotis® Bioloid humanoids were used as robotic agents. For 
these, the AVR Studio software and Robotics software from Robotis were used for 
programming the Atmel microcontroller corresponding to the robot controller, for 
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loading the program into the microcontroller and for verifying the movements, the 
communication protocol Wireless Zegbee. 

The system allowed to monitor the movement of each robotic agent separately as 
the reference was detected. The coordination of actions allowed to move the object 
from one site to another through the collaboration between the two robots. The action 
was performed correctly eight of the ten times, the error presented was presented 
during the final coordination in third and seventh attempt, because the final position 
of the robot one and the initial position for the two robot did not coincide to deliver 
the object. This was caused by strong movements in the turn (changes of more than 
10 degrees), in order to avoid these drawbacks, was applied a linear regression algo-
rithm, described by Eq. (11). Then the new movement trends are obtained, improving 
the stability in the rotation, so the angle no longer changes sharply from one value to 
another, therefore the value of change now is more gradual. For example, from an 
angle of rotation of an average of 10 degrees, one went to obtain one of 6 degrees, 
reducing what for the case is called the angle of deviation or error in steady state. 

 

! ! !
!!! ! !!!!

!!! !! ! !!!
!!! ! !!!!

!!!
 (11) 

 
Using this linear regression and fuzzy controller, the robot was able to rotate the 

expected 90 degrees. Figure 12 shows the change presented to the controller response, 
with and without linear regression. It is observed that without the regression the con-
troller takes the angular position of the robot with more sudden changes, which in the 
two occasions did not allow the transfer of the object, with the regression the slow 
change leaves the robot always in the correct location. 

 

 
Fig. 12. Correction of the robot´s angular position 

Doing the test again was obtained re-validation of the 10 attempts of cooperative 
displacement, the passage of the object from the initial to the final position was suc-
cessfully achieved by the two robotic agents. Figure 13 shows the algorithm in opera-
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tion, with the detection of both robots, in a process of turning the robot with blue 
mark to align with the robot of red mark. 

 
Fig. 13. Cooperation between robots. 

5 Conclusions 

We achieved implement an algorithm to control robotics agents using machine vi-
sion techniques, setting the cooperative action between two robots agents effectively. 

Due to the complex kinematics of robots, implementing a control algorithm using 
fuzzy logic proves to be an effective strategy, fast and with low computational over-
head. 

Based on this result it was possible to move an object from one position to another, 
with the intervention of more than one robot. According to the chain structure that 
was implemented, it is possible to include more robotic agents in the process. 
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