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Abstract—To explore big data processing and its application in wireless 
sensor network (WSN), this paper studies structural construction of the WSN 
based on big data processing, and numerically simulates SVC4WSN and 
MDF4LWSN architectures. Moreover, the relationship between the optimal 
network layer and node communication radius was verified at different node 
densities. The results indicate that the proposed model achieved better lifecycle 
and loading balancing effect than the other network. 
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1 Introduction 

The wireless sensor network (WSN) and its application have become hotspots in in 
the academic circle. Typical information strategies for the WSN include Wisdom of 
the Earth (US), U-Japan, U-Korea, the Digital Agenda for Europe, and Perception of 
China. With the proliferation of the network, the information technology has been 
extensively applied in various fields, exerting a profound impact on all aspects of the 
national economy and social life. If the current trend continues, the information indus-
try is bound to transcend to the fields of overall perception and intelligent application. 

Nevertheless, the research on the management and processing of WSN data is still 
far from enough. There are many problems demanding prompt solutions and an ample 
space for further development. In this paper, the WSN management software is com-
bined with the cloud storage platform of big data to explore WSN data management 
and processing. 

2 Literature Review 

Much research has been done on the distributed data processing of large-scale 
WSNs. For instance, Haiyin Shen et al. proposed the software-defined storage (SDS), 
a data storage method based on time similarity and distributed space [1], to improve 
the efficiency of data query in WSNs. Based on distributed reinforcement learning 
routing (DRLR) in large-scale WSNs, Mohammad Sadegh et al. put forward a method 
to achieve satisfactory end-to-end delay and reliability [2]. Focusing on the storage of 
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structured data, Amazon provided a simple user interface service called the Sim-
pleDB. The user data is organized into a series of domains, each of which corresponds 
to a set of items composed of attribute-value pairs. The SimpleDB provides the even-
tual consistency through availability and partitioning tolerance [3]. 

In general, the existing plans neither efficiently tackle the heterogeneity of WSN 
data, nor support the processing of large data volume in the current sensor network. 
To overcome the shortcomings, this paper probes into a new architecture technology 
combining the WSN and cloud computing. First, the big data processing was intro-
duced based on cloud computing, aiming to support the data processing of large-scale 
WSN; then, an innovative structure of the large-scale WSN was presented for better 
integration of big data processing with cloud computing. 

3 Network Structure Design 

The Service Oriented Architecture and Virtualization Cloud for WSN 
(SVC4WSN) mainly covers four layers: a large-scale WSN, the gateway, the cloud 
centre and the users. 

The first layer is a large-scale WSN, consisting of numerous sensor nodes at the 
bottom and the sink node. This layer is mainly responsible for acquiring the data of 
sensor nodes, and passing the data to the local sink node.  

The second layer is the gateway, which is subdivided into a data abstraction layer, 
a local storage and management layer and an SOA communication layer. The data 
abstraction layer shields the data difference at the bottom and interacts with the WSN 
in the first layer; the local storage and management layer stores data and backs up task 
management services; the SOA communication layer offers the data in the form of 
services to the cloud access. 

The third layer is the cloud centre, which includes such four parts as the virtual 
cloud, the cloud processing and storage, the web application and the cloud manage-
ment. Among them, the virtual cloud part implements the gateway and cloud services; 
the cloud processing and storage part runs Map Reduce and persistent storage of data 
in the cloud; the web application part provides access to business based on the data to 
the user; the cloud management part manages cloud services and infrastructure, moni-
tors work implementation, and supports business logic and query processing. 

The fourth layer is the users. The users are classified into three groups, namely de-
velopment users, cloud management users and ordinary users.  

3.1 Architecture design 

In the structural design of a large-scale WSN, the key problems are the manage-
ment of sensor resources and computing resources, and the storage and processing of 
the data generated by sensor networks. The cloud computing model offers a viable 
solution to these problems. The model solves the storage and processing of big data, 
and thus acts as a back-end platform for the large-scale WSN. Great values may be 
generated through the combination of the model and the network. However, there are 
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still some stones left unturned. One of the problems lies in the storage of sensor data. 
If all the data were transferred to the cloud data centre in the sampling time, the entire 
network will be congested by the big data. Another problem is the processing method 
for these data. If all sensor data are processed in the cloud, the communication latency 
will be intolerable for applications with time delay requirements [4]. To solve these 
problems, it is necessary to conceive and design a flexible and multi-layer data pro-
cessing and storage model based on cloud computing (Figure 1).  

Grounded on the cloud data model, the SVC4WSN was designed to enhance the 
performance and virtualization of services. In the SVC4WSN, the Service Oriented 
Architecture (SOA) has the following three functions [5]. First is the distributed ser-
vice registration and discovery function of the WSN. The sensor network service is 
described in the service registration end with the SDL file. All sensor services register 
their own service in the form of URL, creating a unified and efficient access mode of 
sensor network services. Second is the collaborative access and interaction between 
different WSN data. The data are expressed in the unified format of XML file. Last is 
the provision of convenient services based on the cloud, so that the end user can use 
the ubiquitous service in the web. 

Local server Local server 

Gateway Gateway Gateway Gateway

Coordinator
Coordinator

Cloud data 
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Cloud data 
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SensorSensor

Sensor

Sensor
Sensor

Sensor
 

Fig. 1. Flexible and multi-layer data processing and storage model based on cloud compu-
ting 

The overall architecture of the SVC4WSN is illustrated in Figure 2, where the solid 
line is the Map process and the dotted line is the Reduce process. The two lines criss-
cross the entire structure, highlighting the importance of Map Reduce in the 
SVC4WSN [6]. With the expansion of the Map Reduce, the model applies well to 
large-scale WSNs, and integrates sensor networks with cloud computing for large 
data processing. 
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Fig. 2. SVC4WSN architecture 

According to the above figure, the Map phase, ranging from the cloud centre, the 
gateway, to the WSN, is divided into three processes. First, the cloud receives a job, 
and maps it to the corresponding gateway according to the nature and purpose of the 
job. Then, the gateway analyses and processes the job, divides it into several tasks 
based on the actual situation of the connected WSN, and maps the tasks to the work-
ing area of the sensor network. In the end, the regional sink node assigns the tasks to 
the underlying sensor nodes, which start working upon receiving the tasks during the 
internal mapping process. 

3.2 Gateway, cloud centre and users   

As mentioned above, the gateway is subdivided into a data abstraction layer, a lo-
cal storage and management layer and an SOA communication layer. The structure of 
each layer is given in Figure 3. 
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Fig. 3. Gateway component structure 
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As shown in Figure 3, the data abstraction includes a communication layer and a 
virtual sensor layer associated with the sink node. The local storage and management 
layer (LSML) covers local storage, service management, and task management mod-
ules. The SOA communication layer encompasses a web service core and a service 
provider. 

The cloud centre, as the core of the SVC4WSN, manages the WSN in the bottom 
layer through the gateway, acquires and releases sensor network services, and cooper-
ates with the sensor networks in the cloud. It is also responsible for preserving all the 
data collected by the sensor network nodes [7], and transferring the data to web appli-
cations by their business logics, so as to ensure the intelligent access of the users. The 
cloud centre is mainly made up of four parts: virtual cloud, cloud processing and 
storage, web application and cloud management. 

The users layer contains various users of the WSN cloud computing platform. 
They fall into the groups of developers, managers, and ordinary users. Using plat-
form-supplied API and development tools, the developers create applications as per 
platform standards, and publish them to the cloud. The managers manipulate JSP 
pages with the browser, seeking to facilitate the management and use of the platform. 

4 Simulation and Discussion 

This chapter simulates the SVC4WSN based on the theoretical analysis in the pre-
ceding chapters, and discusses the sink mechanism, cloud centre, service QoS, and 
Map Reduce of the proposed model. Moreover, the SVC4WSN was compared with 
Multi-Hop Direct Forwarding for Local Wireless Sensor Network (MDF4LWSN) in 
terms of energy efficiency, transmission delay and data storage. The simulation was 
implemented in Matlab8.0, and the program design of sensor node was carried out in 
TinyOS2.1 [8, 9]. 

4.1 Simulation and discussion of SVC4WSN architecture 

This section first analyses the multi-sink mechanism of the WSNs being simulated. 
Through the analysis, it is known that two modes of sink node load balancing existed 
in sensor network area: the interregional load balancing and the intraregional load 
balancing [10]. The two algorithms correspond to Interregional Load Balancing and 
Intraregional Load Balancing, respectively. Figure 4 depicts the scenario of interre-
gional load balancing of sink nodes. 

In Figure 4, the first column is the number of nodes processed by the four sink 
nodes: 233, 257, 248 and 262, respectively. The second column describes the number 
of nodes processed by the sink nodes after implementing the interregional balancing 
algorithm, which were 253, 248, 247 and 252, respectively [11]. It can be seen that 
desirable load balancing effect was achieved after the sink nodes implemented the 
interregional balancing algorithm. Compared with the original results, the sink nodes 
processed roughly the same number of nodes (around 250) after using algorithm. The 
results prove the feasibility of the algorithm. 
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Fig. 4. Results of load balancing simulation on the sink nodes in the SVC4WSN 

4.2 Simulation and discussion of MDF4LWSN architecture 

In the Map phase of the MDF4LWSN, the primary purpose of design is to mini-
mize the total energy consumption of the entire network, and optimize the network 
layers and the radius of inter-node communication. 

Figure 5 shows the relationship between the optimal number of layers (L) and the 
node communication radius (r_com) at different node densities P (the number of 
nodes per square meter; P [1, 0.3]) in the circle with radius R=l00m. It can be seen 
from Figure 5 that the inter-node communication radius gradually increased but the 
corresponding optimal number of layers declined with the decrease in the node densi-
ty P. The relationship reveals that, the nodes are more likely to communicate with 
each other if there are lots of nodes, that is, the neighbouring nodes are closer to each 
other [12, 13]. In this case, the communication radius r_com of nodes gets shorter, 
while the optimal number of layers L grows. The optimal value of L should be taken 
at the minimum value of ESUM. Furthermore, the dotted line with high P value re-
mained above the dotted line with low P value, indicating that more layers are needed 
to lower the energy consumption of the entire network without changing the commu-
nication radius. 
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Fig. 5. Relationship between the network optimum layer (L) and node communication radius 

(r_com) 

5 Conclusions  

Based on cloud computing and big data processing, this paper studies large-scale 
WSN architecture and simulates the structure of the proposed model. Then, the effects 
of multi-sink mechanism on node load balancing were explored, and the results were 
compared before and after the load balancing. 

The integration of cloud computing and the WSN is an innovative perspective of 
research. With the emergence of new solutions, more and more technologies will be 
introduced to improve the data sensing ability and life cycle of WSNs, and to create a 
truly ubiquitous network. 
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