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Abstract—Tutoring and counselling are essential support services that 
universities provide to their students. With the ever-increasing number of the 
students, providing these functions has become harder and harder. Therefore, 
universities have started to use chat robots, or chatbots, to automate their guidance 
and counselling services. This paper discusses the suitability of the chatbots 
or virtual advisers in personal study planning and course selection in higher 
educational institutions. The empiric part of the study reports the observations of 
the experiment conducted in a Finnish university of applied sciences. In the study, 
postgraduate students of engineering used a tailor-made chatbot while creating 
their personal study plans. The findings of the study indicated that chatbots 
could, to some extent, improve student counselling, and the main advantages 
were scalability and unlimited service hours. However, students did not see 
that artificial intelligence could fully remove the need for human counselling. 
The main reported shortcomings of the chatbot were the minor significance of 
the individuality, lack of inspiring effect, and general negative attitude towards 
automated services.
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1	 Introduction

Chatbots are, today, more popular than ever. They have a growing presence in 
modern society, and we can find them in many tasks for example in product and service 
industries, health care, and medicine as well as education. Two main reasons for the 
increased popularity of the chatbots are advances in artificial intelligence (AI) and 
the growth of different kinds of mobile text-based messaging applications [1]. Earlier 
studies have indicated that universities have used the AI mainly in the following four 
application areas: adaptive systems and personalization, assessment and evaluation, 
profiling and prediction, and intelligent tutoring systems [2]. This paper focuses on the 
use of chatbots in tutoring and counselling services, and more precisely, it analyzes the 
suitability of virtual advisers in personal study plan creation and course selection in 
HEIs.
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Universities and other educational institutions provide a large variety of tutoring 
services to their students. Traditionally, the members of the staff have had an essential 
role in providing these services, but over the past few decades, the work has shifted more 
to dedicated specialists [3]. Tutoring provided by trained people has many benefits, 
but it is very labor intensive, and tutors can provide their services only during limited 
service hours. With the ever-increasing number of students, universities have sought to 
streamline their own operations with automation. Earlier studies have provided mixed 
results on chatbots in education [4]. Therefore, more studies are needed to investigate 
the possibilities of virtual assistants in HEIs.

To facilitate insights into this topic we organized our paper as follows. Section 2 of 
the paper introduces the principles of the chatbots and some earlier studies on using 
chatbots in higher education. Since practically all students must select courses to 
determine their study program, our aim is that the virtual assistant is accepted and used 
on a large scale. Thus, in Section 3, we briefly cover the main theories on technology 
acceptance and the metrics created by scholars and practitioners to predict the success 
of new services. Our empirical study is presented in Section 4. In our experiment, we 
first develop a student counselling chatbot called Vivian and then analyze postgraduate 
students’ opinions on its suitability to provide advice on course selection and curriculum 
planning. Finally, the work ends with the conclusions of Section 5.

2	 Artificial intelligence and chatbots

In recent years, AI has become a real buzzword that has gained more and more 
public attention. But what do we mean by AI? Although scholars have suggested many 
definitions, there is no widely accepted definition of AI [5]. The challenge has not been 
in how to interpret the first letter “A” but the trouble comes mostly from the “I” [6]. 
However, intelligence is often seen as the ability to learn and to solve problems in an 
uncertain context [7]. In AI, the scope of learning can be limited to some specific area 
(narrow AI) or it can aim to achieve complex goals in a wide range of environments [8]. 
In this latter case, we talk about general AI, which aims to act and think like a human 
in a wide range of cognitive tasks.

2.1	 Chatbots and human-AI collaborative conversation

In this paper, we focus on one narrow AI application, namely chatbots. A chatbot is 
a computer program designed to simulate the discussion with humans. Chatbots can 
be divided into two categories: rule-based and AI chatbots. The rule-based chatbots 
use keywords in language understanding, and their programming is based on simple 
if-then statements. The AI-based chatbots, instead, apply natural language processing 
and multi-level intent hierarchy [9]. The main advantage of AI chatbots is their scalable 
learning capabilities based on machine learning and therefore during the recent years 
the focus has entirely shifted to AI based chatbots.
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Chatbots can be used for many purposes, but they can be classified to two main 
categories: question-answering assistants and social bots [10]. The question-answering 
bots are task oriented, and they provide answers and solve specific problems based on 
their information [11]. Many organizations use them in different kinds of customer 
service tasks, and according to some estimates, in 2020, already 25% of the buyers used 
chatbots to communicate with businesses [12]. Social chatbots are instead intelligent 
dialogue systems that can engage in empathetic conversations with humans [13], and 
these systems are supposed to provide personalized responses for the users in their 
areas of interests. Some popular examples of social chatbots are Woebot Health, a 
personal mental health ally [14], and XiaoIce, a Chinese social chatbot with more than 
660 million users [15].

Chatbots communicate with humans using natural language either with a text or voice 
interface [16]. Although many organizations have published different kinds of guides 
and rules how to design a successful bot, there are still many open questions in chatbot 
design [17]. The main challenges are related to grammatical complexity and semantics 
variations of human communication (for more details see ref. [18]). However, earlier 
studies suggests that successful chatbots must meet the following requirements [11]:

•	 They must have conversational capabilities beyond short answers.
•	 They must offer semantically correct information and use context specific vocabulary.
•	 They must give meaningful responses and answers.
•	 They must be trained with a domain-specific dataset.

These requirements highlight that chatbot designers must pay attention not only to 
functionality but also to the social aspects [19] and to the form features of the chat-bots 
[20]. These features together affect user experience and play an essential role in the user 
satisfaction and service acceptance.

2.2	 Chatbots in education

Over the past few years, universities have used chatbots both in formal and informal 
learning and in many other functions. Students have used educational chatbots, for 
example, in language, engineering, science, nursing, social science, and business 
studies [21]. In addition, higher education institutions (HEIs) have applied chatbots for 
example library services [22], student counselling [23], admission, and career guidance 
[24], and they apply chatbots repeatedly in new areas. Figure 1 shows Science Direct 
and Ebsco database search result for two different search criteria (chatbot and chatbot 
& education), and it clearly points out that the interest towards chatbots, both in general 
and in education, has clearly increased during the last few years.
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Fig. 1. Development of chatbot related publications during the last 10 years

Earlier studies have identified both the benefits and limitations of chatbots in HEIs. 
Some scholars have found that chatbots increase students’ learning motivation [25] 
and attention [26] and that they support peer communication [27] and collaborative 
learning [28]. However, some researchers have reported the limitations of the chatbots. 
For example, current implementations seldom provide enough personalization [29], 
and users seem to trust chatbots less in more complicated tasks [30].

In this paper, we focus on the use of chatbots in personal curriculum planning and 
course selection. Course selection is a sequential decision-making process in which 
students determine their study programs [31]. During the selection process, students 
typically need some form of guidance. Traditionally, this support has been provided 
either by faculty members or by designated counsellors. Although human counselling 
has many benefits, it has its limitations. Earlier studies have identified for following 
challenges in traditional advising: recommendations can be inconsistent across 
counsellors [32], it is time consuming [33], it is not available outside office hours [34], 
and the advising sessions are limited in time, especially during the highest-demand 
periods [33].

3	 Acceptance of information systems

There are two main reasons why HEIs have started to apply chatbots for tutoring and 
counselling services. Firstly, they want to offer better services to their students. Secondly, 
they want to use their limited resources as efficiently as possible. For universities to 
achieve these goals, students must adopt the new services on a large scale. However, 
which factors make it possible for users to accept the information system?
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3.1	 Different approaches to study information system acceptance

Scholars have spent a lot of time and effort to study the factors and processes 
affecting users’ adoption and use of information technology (IT). They have looked at 
the issue mainly from one of the following three perspective: technology acceptance, 
information system success, or usability. Although all these methods seek to understand 
why users accept or reject certain services and how user acceptance is affected by 
system design features, they use different methods to achieve this goal [35].

IT acceptance studies have focused on different sets of acceptance determinants, 
and scholars have created multiple models like Innovation Diffusion Theory [36], 
Technology Acceptance Model [37], and Theory of Reasoned Action [38]. Although 
scholars have identified different acceptance determinants, the basic concept underlying 
them links individual reactions and intentions to the actual use of the system [35]. In 
organizational settings, the acceptance of the new services does not occur in isolation, 
but social influence plays also an important role. It is conventional wisdom that friends 
and peers have a large influence on us. This holds true especially when an individual’s 
underlying behavior is social or networked [39].

Information system success studies instead focus on the impacts of the system either 
at an organization or individual level. At the organizational level, the success has been 
measured, for example, with economic metrics like return on investment or pay-back 
time. At the individual level, researchers have relied mostly on user satisfaction, as an 
indicator of IS success [35].

Although system acceptability is a large multidimensional phenomenon [40], 
Human-Computer Interaction (HCI) professionals have analyzed it mainly from the 
usability perspective. The most important difference between information system 
success and HCI studies is the time factor. IS scientists are typically operating with 
implemented products or services whereas usability professionals address the process 
leading up to the implementation of the system. This process, often referred to as 
usability engineering, includes all steps required to produce usable products [41].

3.2	 Metrics of our study

Researchers from different disciplines have developed a range of feedback metrics 
and methods for predicting service acceptance. A typical study enumerates the attributes 
of the system, collects data from users, and analyzes them separately, making it a 
potentially useful diagnostic for system design. However, earlier studies have indicated 
that any single metric like user satisfaction is a weak predictor of system use [42], but 
IS success measurements should combine multiple dimensions like satisfaction, system 
use, system quality, and benefit constructs.

In our study, we will use three different metrics to analyze the relationship between 
the service and its users. These metrics are Customer Satisfaction (CSAT), Customer 
Effort Score (CES), and Net Promoter Score (NPS), which are currently among the 
most popular techniques for measuring the strength of the relationship between the 
company’s services and its customers [43].

CSAT uses a five-point Likert scale to measures the short-term user satisfaction. 
It targets a “here and now” reaction; therefore, it has its limitations. Scholars have 
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found out that it has limited capability to measure user’s long-term relationship with the 
service or service loyalty [44]. CES instead measures how much or how little effort is 
needed from the user to use the service and it uses Likert scale ratings from 1 to 7 [44]. 
It is important to understand that CES analyzes the user experience from a different 
perspective than CSAT. Instead of focusing on maximizing the satisfaction, it pays 
attention to minimizing the effort [43]. Our third metric, NPS, measures long-term 
loyalty and determines which customers are likely to promote our service to others; 
therefore, it is often used as a growth indicator. NPS has a scale from 0 to 10, and it 
groups the responders to the following four categories: “promoters” (9–10 rating – 
extremely likely to recommend), “passively satisfied” (7–8 rating), and “detractors” 
(–6 rating – extremely unlikely to recommend) [45]. Findings of the NPS surveys are 
typically reported with a NPS score which is calculated according to Equation 1.

	 NPS score
Number of promoters Number of detractors

Number
�

� � � �
�

�� �
�� �of responses

	 (1)

4	 Empirical part of the study

4.1	 Introducing Vivian

The aim of our study was to analyze the suitability of the tutoring chatbots in higher 
education. To be able to do this, we first developed a simple study counselling chatbot 
Vivian. Vivian is a typical question-answering assistant, and it offers its suggestions 
and advice on questions related to personal curriculum planning and course selection 
questions. Vivian was implemented using IBM’s Watson Assistant cloud service. 
Watson Assistant uses AI and “has the ability to answer commonly asked questions, 
based on domain and industry specific information” [46].

The basic structure of our chatbot is shown in Figure 2. Users interact with Vivian 
using their web browsers either on their mobile phones or laptops. All communication 
between the user and Vivian is text based. When the chatbot receives a message from 
the user, a logical structure called a dialog skill interprets the user input and directs 
the flow of the conversation. The dialog skill consists of three components, which 
are intents, entities, and dialogs. As the name implies, the intent component tries to 
recognize the intent of the user or in other words what the user wants to know. Vivian 
detects for example the following intents:

•	 #Structure (questions related to the structure of the curriculum),
•	 #Mandatory (questions related to the compulsory courses),
•	 #Optional (questions related to the optional courses),
•	 #Thesis (details of the master’s thesis)
•	 #Recommendation (questions related to the course recommendations using different 

criteria), and
•	 #Skills (suggestions how to learn a specific new skill).
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When an intent is created, the designer provides the initial configuration.  
For example, #Thesis intent is initially identified with the following kinds of questions:

•	 Can you provide me more details on the final work?
•	 Could you tell me more about final thesis?
•	 How large is the thesis?
•	 Can I have more information about final work?
•	 What are the requirements of the diploma work?
•	 What is master’s thesis?

But because our chatbot is based on AI, it learns new ways to detect the user’s intent. 
It can, for example, learn that a user input “I want more info about final work” means 
that the user’s intention is to learn more about master’s thesis.

Fig. 2. The basic structure of the chatbot

Entities that can also be called keywords are used to catch essential information from 
the user input. Vivian recognizes for example the following entities:

•	 @Study_type, which refers to type of a course (possible values: compulsory, 
optional, thesis, etc.)

•	 @Interest, which specifies the interest of the student (possible values: leadership, 
entrepreneurship, research methods, decision-making, digitalization, etc.).

•	 @Skill, which identifies the new skill the student wants to learn (possible values: 
teamwork, academic writing, environmental, etc.).

Each value has many synonyms that are either added by the user or recommended by 
the Watson Assistant. For example, one value of the skill entity called Environmental 
has synonyms like green, ecological, sustainability, environment, and climate.

Finally, the third components of the dialog skill are called dialogs, and they are 
nodes or action blocks in a dialog tree. All dialogs created by the chatbot designer are 
placed between two automatically created nodes Welcome and Anything else. Welcome 
node is the starting point of all conversations, and it contains some form of greeting. 
Vivian, for example, had seven different and randomly used ways to introduce itself in 
the beginning of the communication. Anything else node is the last resort, and it is used 
if Vivian does not understand the user input. If our chatbot fails to interpret the user’s 
intent, it will first ask the user to rephrase the question. Because Vivian tries to mimic 
a human assistant, it does not always use the same phrases but varies its messages. If 
Vivian is not able to understand the user after the second time, it recommends user to 
rephrase the question or to send an email to his or her tutor.
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The relationship between the dialog skill and the messages sent to the user is 
demonstrated in Figure 3. At the beginning of the conversation, Vivian first introduces 
herself with Welcome node and then asks the name of the user with Get name dialog.

Fig. 3. Welcome and Get name dialogs or nodes in the dialog skill and their outcome

In typical conversations, students first asked Vivian to show the structure of the 
curriculum (#Structure intent), and then they quickly looked at some mandatory courses 
(#Mandatory intent). However, Vivian’s main task was to advise students to choose 
optional courses, and therefore, students spent most of their time using this feature. 
Students were able to ask Vivian to list all available optional courses (#Optional intent), 
to give recommendations based on their own interest (#Recommendation intent), or 
willingness to learn new skills (#Skill intent). During this process, they could use some 
pre-defined categories or open questions or statements. Vivian analyzed the request, 
and if it was able to find a suitable course or courses, it responded with best matches. 
If students did not specify any area of interest or new skill to learn, Vivian used its 
Surprise me functionality and suggested a random course. If Vivian did not find any 
match for the student request, it apologized and offered three options for moving on. 
These alternatives were sending a new question, reviewing the courses offered by other 
universities of applied sciences, or sending an email to a human tutor.

4.2	 Study design

In the empirical part of our study, we carried out an experiment at a Finnish university 
of applied sciences to analyze how well Vivian can help our students in their curriculum 
planning tasks. In our study, postgraduate engineering students used the chatbot when 
they planned their studies and selected optional studies from a relatively large pool of 
alternatives. We introduced our chatbot to our students during a normal online learning 
session. After that, they were asked to use the service if they wanted and then fill the 
feedback questionnaire. In total, 57 students took part on the online session, and 53 
of them decided to use Vivian and filled the feedback form. Our questionnaire had 
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three parts. In the first part, we asked about the user experience and used the earlier 
introduced metrics CSAT, CES, and NPS. The second part concentrated on chatbot 
specific topics, and the questions were based on the requirements of the natural and 
successful dialogue discussed in Section 2.1. In the third part, students were asked to 
evaluate the strengths and weaknesses of the chatbots in the course selection task.

4.3	 Results from the students’ perspective

The results of the first part of the questionnaire are shown in Table 1. Because all 
three metrics used different scales, we present the results both with original values 
and normalized to the scale 0 to 1. Our data revealed that the students found Vivian 
quite easy to use (CES = 0.80), but the satisfaction score was clearly lower (CSAT = 
0.68) and students were unlikely to recommend it to other users (NPS = 0.63). The 
differences between CES and other two metrics was statistically significant (p = 0.05). 
The findings of the NPS surveys are not typically reported using a mean but the NPS 
score is used instead. Therefore, we also calculated the NPS score. The NPS score of 
our chatbot was remarkably low –0.38, or –38%, because only three students were 
ready to promote it and 23 students in total could be classified as detractors.

Table 1. Findings of the general metrics

Metric Mean
Original Scale

Mean
Scale 0 to 1

SD
Scale 0 to 1

Customer Effort Score (CES) 5.60 0.80 0.16

Customer Satisfaction (CSAT) 3.40 0.68 0.12

Net Promoter Score (NPS) 6.26 0.63 0.19

With the second part of our questionnaire, we collected data on students’ opinions 
on chatbot specific topics introduced earlier. The results are summarized in Table 2. 
According to the results, students gave the lowest score to Vivian’s conversational 
capabilities. The other dimensions had quite similar ratings (in the range from 0.73 
to 0.76). The difference between conversational capabilities and other metrics was 
statistically significant (p = 0.05).

Table 2. Findings of the chatbot specific metrics

Metric Mean
Original Scale

Mean
Scale 0 to 1

SD
Scale 0 to 1

Conversational capabilities 3.11 0.62 0.16

Correct information and vocabulary 3.66 0.73 0.12

Meaningful answers 3.74 0.75 0.14

Case specific information 3.87 0.76 0.20

In the third part of the survey, students identified the strengths and weaknesses 
of the chatbot in course selection task with open-ended questions. The four 
most-often-mentioned Vivian’s strengths and weaknesses are listed in Table 3. 
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The frequency describes how many students from all participants mentioned this topic. 
It is worth pointing out that Vivian’s ability to work 24/7 was an extremely highly 
valued feature. Surprisingly, many respondents confessed their negative attitudes 
towards all kinds of chatbots. Our results also support the earlier findings that the major 
limitations of current implementations are lack of personalization [29], and users seem 
to trust less to chatbots in more complicated tasks [30].

Table 3. Strengths and weaknesses of the chatbot

Strengths Frequency Weaknesses Frequency

Service always available 63% I do not like chatbots 42%

No queues (can serve all students 
simultaneously)

38% Does not encourage or inspirate me 
to study

37%

Quite easy to use 15% Lack of personalization 29%

Has useful information to help 
course selection

12% Do not know see other students’ 
selections

21%

4.4	 The evaluation of the development team

We can examine chatbot success and failure from two different angles. First, we can 
analyze it from the user perspective, and our results in the previous section exactly do 
that by indicating how users experienced Vivian. The second perspective is to analyze 
the chatbot provider’s experiences.

Table 4. Development team’s evaluations

Metric Evaluation Comments

We had enough resources Strongly disagree Not dedicate resources based on voluntarism

We had a clear business case Strongly disagree Not thought at all during the project

We had a clear use case Somewhat agree This is real problem for students

We had no legal or security 
problems

Strongly agree Chatbot did not identify users or collected any 
user data

We were aware of user  
expectations

Neither agree nor 
disagree

Team did not have detailed knowledge of 
expectations

We provided high quality content Somewhat disagree Same content already available in other channels

Because success and failure are two sides of a coin, we decided to analyze the service 
provider’s opinions with the six metrics that have been identified as the main reasons 
why chatbots fail in practice. These dimensions are the availability of resources, the 
strength of the business case, correctness of the use case, legal or security challenges, 
awareness of user expectations, and quality of the content [47]. We organized a 
workshop for the project team. During the workshop, team members first shared their 
views, and then they graded each dimension with a five-point agree/disagree scale with 
the following values: strongly disagree, somewhat disagree, either agree nor disagree, 
somewhat agree, and strongly agree. The results in Table 4 clearly point out that the 
main challenges of the project were related to the resources and the business case. The 
project did not have any external funding and was solely based on the shared interest of 
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the project team. Also, the chatbot project was set up without detailed benefit and cost 
analysis or properly evaluating the possible operational changes. However, the project 
team saw that the use case was clear (students really need more help while planning 
their studies), and Vivian did not have any legal or security challenges because it did 
not identify the users nor collected any data from them.

5	 Conclusions

In this paper, we aimed to analyze the suitability of the chatbots or virtual advisers 
in student counselling. Earlier studies have provided some mixed results, and therefore, 
this topic clearly required further studies. Our experiment revealed that modern IT tools 
offer a solid framework to create chatbots for different kinds of tutoring and counselling 
services. However, the results of our study revealed that developing a useful chatbot is 
a complex task with many dimensions.

The results of our study indicate that students found Vivian quite easy to use, but 
they were not as satisfied to it and the difference was statistically significant (p = 0.05). 
The negative NPS score (–38%) also clearly points out that Vivian is unlikely to be a 
viral hit among our students. That is a minor disappointment because the chatbot can 
remarkably reduce the need of human tutoring only if its widely accepted.

What could be the reasons behind our moderate success? Unfortunately, we cannot 
provide full answers but only provide some possible alternatives. Firstly, the qualitative 
part of the study indicated that chatbots could improve student counselling, and the main 
advantages of the chatbots were unlimited service hours and scalability. They can work 
24/7 and can provide services to many students simultaneously. On the other hand, the 
main shortcomings of our chatbot were the minor significance of the individuality and 
the lack of inspiring effect. It was also interesting to recognize that many respondents 
had general negative attitude towards chatbots and automated services.

Secondly, there were without any doubt also some flaws in our implementation. 
When Vivian’s chatbot specific characteristics were analyzed, the conversational 
capabilities got the lowest score, and this finding was statistically significant (p = 0.05). 
Thus, we must pay special attention to the communication capabilities of the chatbot in 
the future. Thirdly, students base their course selection to multiple factors like learning 
value, lecturer, course difficulty, prerequisite knowledge, and comfortability [31]. It is 
important to recognize that some of this information is not official and well documented, 
but it is only shared in informal contexts. Also, the findings of the earlier study [48] have 
indicated that “the occasional lack of adequate answers does not necessarily produce 
a bad experience, as long as the chatbot offers an easy path for follow-up with human 
customer service representatives.” Both the transfer of unofficial silent information and 
the smooth transition from chatbot to human counsellors are important development 
areas in the future.

In addition to the users’ point of view, we analyzed Vivian’s pros and cons from 
the service provider’s perspective. The development team pointed out that Vivian was 
doing a right thing (strong use case). On the other hand, the team learned that the 
development of a functional chatbot requires quite a lot of work (enough resources) 
and that its outcomes and changes to the counselling processes (business case) must be 
analyzed thoroughly before implementation.
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All in all, the feedback clearly pointed out that Vivian is still a work in progress. 
To make it more useful, we must address the issues identified in this study. In the next 
version, Vivian must be connected better to other information systems of the university, 
and it should offer more flexible ways to share peer information and recommendations. 
Even after these modifications, we do not believe that Vivian will replace the need for 
human tutoring. Study planning is a complex decision-making process where students 
need the insight and advice from the experts, in addition to facts.
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