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TLIC PAPER

Deontic Knowledge Representation and Reasoning 
in Industrial Accident Prevention Training by Means 
of Time Travel Prevention Games

ABSTRACT
Industrial accident prevention is an issue of societal relevance to avoid loss of human lives, 
injuries, damage of installations, and financial losses. The authors deploy game-based 
training in virtual environments where trainees experience challenges of safe operation 
and disastrous self-induced accidents. Nothing is more affective and, thus, effective than a 
trainee’s own experience. Time travel prevention games are a game category particularly 
tailored to the needs of human players who look for opportunities to make good for a damage. 
Time travel prevention games for purposes such as accident prevention in the industries are 
advantageous due to their conservation of resources including human health and lives. They 
are affective by allowing for unprecedented learner/player/trainee experiences and they are 
effective due to the fascination of application-oriented game play including opportunities to 
influence the fate, the latter being less close to reality, but the more attractive and worth 
telling. For optimal guidance to human trainees, the digital game system needs to learn 
about the trainees’ strength and weaknesses, about needs and desires. In terms of behavioral 
sciences, the system observing a human’s behavior hypothesizes theories of mind. In training 
games, modalities of events/actions are decisive. There are modalities of events/actions such as 
possibility, unavoidability, and the like as well as obligations. Training aims at the emergence 
of cognitive states that are useful in practice. The system’s reasoning is deontic.
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1	 INTRODUCTION

For the purpose of accident prevention training, modalities of events and actions 
play a key role. The advantage of time travel prevention games lies in the opportunity 
to impact the fate, to change modalities. This requires preferably deontic reasoning.

1.1	 Accident prevention training with time travel prevention games

Time travel prevention games have been introduced on the conference and expo 
German Prevention Day 2015 [2]. In these early days, the main focus of research and 
development was on game-based crime prevention [3]. The focus has moved toward 
industrial accident prevention [4]–[7], a challenging domain of great societal relevance.

In a time travel prevention game, trainees experience difficult and sometimes risky 
tasks at virtual locations as on display in Figure 1—screenshots from real applications.

Fig. 1. Two VR workplaces by Fraunhofer IFF developed for accident prevention training

According to the complexity of risky industrial processes, a training session may end 
in an undesired state as visualized by screenshots from training sessions in Figure 2.

Fig. 2. Two less successful outcomes of inappropriate human trainee actions
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The gist of time travel prevention games is to enable trainees to impact the fate, so 
to speak, by traveling back in time for another trial and to make good for the damage.

1.2	 Modalities and deontic thinking in accident prevention training

If human training activities lead to undesired events like those on display in 
Figure 2, it stands to reason whether this was unavoidable or not.

The two screenshots on the right in Figures 1 and 2, respectively, are taken from 
a module for training to decant inflammable fluids. The number of potential actions 
that may cause an accident—as on display in Figure 2—is astonishingly high.

By way of illustration, think of an electricity issue such as grounding. There are 
two grounding cables available. One is wall-mounted and the other one is two-
sided. The wall-mounted grounding cable may be attached to either the source 
container or the target container. The two-sided cable is to be used for connecting 
both containers. It is, perhaps, not obvious that the wall-mounted cable should 
be used prior to the connection of the two containers. The connection of the 
containers may bring with it a potential equalization. In some cases, this results in 
an accident.

Using words from Garson [8], “modal logic is, strictly speaking, the study of 
the deductive behavior of the expressions ‘it is necessary that’ and ‘it is possible 
that’ …” From the unavoidability of an accident—it is necessary that—we are lead, 
as in the case discussed in the preceding paragraph, to normative expressions like 
‘should be’.

This modality sounds more like an obligation. That is what deontic logic is 
about. Artificial Intelligence (AI) invoked to “think” about appropriate guidance 
of trainees in time travel prevention games shall not only reason about possibility 
and necessity, but must take into account aspects of human thoughts and actions 
including obligations, beliefs, errors, misconceptions, and the like. Formally, the 
AI reasons deontically.

1.3	 Virtual time travel and adaptive guidance

For a human when training in a time travel prevention game, the apogee is to 
travel back in time to impact the fate. Changing the past may change modalities of 
events. However pleasant, different trainees may experience game-based training 
differently. Most of them are not used to time travel and, thus, are not always able to 
draw benefit from such an extraordinary chance. Undesired events such as accidents 
may occur repeatedly causing the need for another journey back in time.

For effective training, human trainees shall finally succeed and, in particular, 
shall experience the mastery of the mission as own success. Training that is affective 
bears the potential of being effective and sustainable.

It is the game AI’s duty to guide human trainees in a highly personalized manner 
to a success that is experienced as the own one. For this educational purpose, there 
have been developed so-called cascades of concepts of a more and more strict, 
ultimately successful user/player/trainee guidance [7].

To adapt to the strengths and weaknesses, the needs and desires of a human 
trainee, the AI needs to learn about the background of the human’s behavior. This 
includes the creation of hypotheses of the human thoughts with emphasis on deontic 
opinions about permission, interdiction, option, obligation, ought, and the like.

https://online-journals.org/index.php/i-jac
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2	 FROM MODAL LOGIC TO DEONTIC LOGIC

Modal logics—the plural is justified by the manifold of approaches—are behind 
the reasoning whenever problems of avoiding undesired events are treated formally. 
The following diagram borrowed from Garson [8] provides just an overview of the 
currently most popular variants of modal logics.

Fig. 3. The most popular modal logics according to Garson [8] up to Lewis’s system S5 [12]

The present section is intended to set the focus within the space of modal logics 
to the particular type of logic appropriate to the issue of reasoning about trainee 
behavior in time travel prevention games.

2.1	 The essentials of modal logic

In Figure 2, next to the fire shown in the right screenshot, the left screenshot 
taken from a training module for the paint and coatings industry visualizes a high 
degree of pollution by toxic vapor. The aim is to motivate a trainee’s thinking about 
avoidance. The questions for necessity and possibility are issues of modality as said 
above [8]. Though being non-classical logics, nowadays modal logics appear quite 
conventional [8]–[17].

For the classical modalities, it is custom to use the operators  and , respectively, 
with the relationship in mind that p is equivalent to ¬¬p, where symbol p is any 
propositional variable. Both terms represent propositions that may be true or false.

The first axiom systems of modal logic are due to Lewis [9]. In Appendix II of [12] 
he presents, among others, his system S2 which is his preferred view at modality. 
Gödel studied an approach that he detected equivalent to Lewis’s system S4 (Figure 3) 
in which the axiom p → p is valid [18]. Gödel used the operator name B instead of 
 having the particular meaning of provability (in German: Beweisbarkeit) in mind.

Training goals are “oughts” [19]. Educators want their trainees to acquire domain-
specific normative concepts. Mally developed what he called “fundamental principles 
of the logic of ought” [10]. This developed into what we nowadays call deontic logic.

2.2	 Deontic reasoning for accident prevention

The prevention of industrial accidents may be seen from a moral and/or juristic 
point of view. Most deontic logic is appropriate to moral-juristic interpretation [20]. 
But accident prevention training has a focus on cognitive states seen deontically.

https://online-journals.org/index.php/i-jac
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In deontic logic writings, most authors abandon the modal logic operators  and 
. They suggest intended semantics by names such as Gödel’s B and prefer operators 
like O for “ought to”, OB for “obligatory that”, PE for “permissible that”, and so on. 
Allusive operator names do not help, because no operator cares about its name and 
all operators ignore names of their co-operators. PE is not seen a wimp compared 
to OB. Whether or not the logic is appropriate to training within a framework 
that allows for time travel depends on what is valid and what is not. This is best 
expressed by axioms instead of allusive operator names. Ruzsa exemplifies unbiased 
axiomatization [20].

Preconceptions of semantics that are reflected by allusive operator names have 
the side-effect of paradoxes that fool the human expectations. Readers are invited 
to have a look for Chisholm’s paradox [21] and for related efforts to resolve it [22].

The authors derive their approach in this contribution strictly from the 
application. A few illustrations from time travel prevention games are intended to 
illustrate details.

Fig. 4. The wrong pump is installed. It holds [acc], but not yet [acc]. p→p is not an axiom

Variables are no longer propositional. Instead, they represent actions or events, 
resp. There are domain-specific constants, i.e., atomic actions or events such as [acc] 
meaning a particular accident and [poll] representing the pollution of a certain area. 
Obviously, truth-value interpretations are limited. An action/event may take place, 
perhaps, to some degree such as [poll]. By way of illustration, Ruzsa [20] introduces 
an operator T (for “transacted”) such that Tp means that p is executed or took place. 
We relinquish a separate execution operator. The truth of an action is its execution. 
The truth of an event lies in its occurrence and the truth of an experience lies  
in the exposure to it. Simply, p represents its execution or occurrence and p means 
the modality in focus of training. Here, the semantics should not be imposed to the 
reader, but it might help to think of something like the awareness of something 
unavoidable.

In the authors’ application area, neither p→p nor p→p are axioms. In 
particular, if some p is unobservable, that the action/event p happens does not 
directly imply p. In games science, this relates to phenomena such as linearity and 
monotonicity [23].

There is not yet a complete axiomatization of deontic reasoning for training with 
time travel prevention games. Based on their practical experience [1], the authors 
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suspect that appropriate axiomatizations may vary from one application to the 
other. Ref. [1] has introduced and surveyed some of the authors’ applications. The 
present paper is considered a supplemented foundation. Although appearing later 
than [1], this paper is, so to speak, the first one in the area. It seems appropriate 
to begin with case studies. As Grätzer put it, “however to generalize, one needs 
experience” [24].

The system S4 introduced by Lewis [12] relies on rules of truncation as follows.

	   p →  p	 (Box Truncation)

	   p →  p	 (Dia Truncation)

This is sound with an understanding of awareness, of awareness of necessity, 
and the like. The rules are adopted as axioms. This is advantageous for a pragmatic 
purpose, because the system’s AI is aiming at the guidance of trainees (Ref. [1], 
section 4.2) and the truncation of operator prefixes allows for simplification of 
system utterances. Notice that (Box Truncation) may be considered a form of 
reflection.

In contrast, for the same reasons as above, the authors do not accept any axiom 
that generates iterations of operators. Consequently, Lewis’s two axioms  p →   p 
and  p →   p are refused as well as the so-called Brouwer axiom p →   p. 
Although the latter makes sense, there is no need for the AI’s ability to cavil at what 
happened. Loosely speaking, a system’s utterance of the Brouwer axiom might 
sound like this: Look what happened. It’s your fault. You should have known that this 
is possible.

For the purpose of automated reasoning, operations such as distribution 
are useful.

	  (p → q) → ( p →  q)	 (Distribution)

	  (p ∧ q) → ( p ∧  q)	 (∧ Resolution)

	 ( p ∨  q) →  (p ∨ q)	 (∨ Introduction)

Notice that the inversions of the latter two formulas are not considered axioms, 
i.e. there is neither a ∧ introduction nor a ∨ resolution.

The underlying deontic logic is completed by the representation of knowledge 
that is application-specific as already exemplified before (see, e.g., the caption of 
Figure 4). By way of illustration, Ref. [25] deals in much detail and precision with 
technology representation for purposes of automated reasoning (see especially 
section 2.3.1 and illustrations therein such as Figure 2.5 on page 65) exceeding in 
size the present paper.

Another part of the domain-specific knowledge base represents what is usually 
called the game mechanics particularly including virtual time travel (see Ref. [1], 
section 2, storyboarding of time travel in Figure 3 and the authors’ time tunnel in 
Figure 4).

There is a dynamic part of the knowledge base that consists of, first, the history of 
play—the training history—and, second, the trainee model seen as a theory of mind.

Due to space limitations, the authors confine themselves to an exemplification of 
these issues of knowledge representation with some emphasis on trainee modeling 
by theories of mind.

https://online-journals.org/index.php/i-jac
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3	 THEORIES OF MIND—MODELING AND INDUCTION

The first aspects of deontic logic appropriate to training of accident prevention 
with time travel prevention games have been introduced in the preceding section. 
Before continuation of deontic logic and reasoning investigations, we need to 
survey the conceptualization where deontic expressions come into play: theories of 
mind. This section 3 provides a certain introduction in a nutshell and the following 
section 4 is dedicated to tailoring theory of mind reasoning to our time travel 
prevention games, in this way extending the usage of deontic formalization and 
reasoning.

3.1	 Theories of mind in behavioral sciences

The theory of mind perspective in behavioral sciences is well-established [26], 
[27]. It helps to interpret animal behavior. The California scrub jay is a prominent 
example. Birds of this species are food caching. Assume a California scrub jay—
name it A—is caching food and is watched by another bird of its species, name it 
B. When A’s job is done, it is flying away. Shortly after, with very high probability, 
A returns to unearth its treasures and to hide them elsewhere. The scientific 
assumption is that A has a theory of mind of B. A imputes the intention to steel the 
food to B.

About a decade ago, the concepts of theories of mind have been carried over 
to computer science for the purpose of user modeling. Agent A is a computer 
program hypothesizing a human agent B’s theory of mind [28], [29]. It is essential 
to explicate that theories of mind are usually only hypothetical by nature [30]. This 
insight leads to certain inductive learning technologies such as identification by 
enumeration [31]. This, in turn, motivates the study of spaces of hypotheses for 
theory of mind learning as undertaken in Ref. [29], an issue beyond the limits of 
the present contribution. Theory of mind induction for user modeling has been 
implemented [32], [33] and works well in an educational context for the purpose 
of learner modeling.

3.2	 Deontic theories of mind—modeling and induction

To the authors’ very best knowledge, to study deontic theories of mind is a 
novelty. The point of origin is that training aims at the emergence of insights beyond 
technical knowledge such as causalities. Trainees shall arrive at insights that may be 
seen as obligations, oughts to do, and the like [1].

Assume [act1], [act2], and [evt1] are names of two actions and an event, resp., 
in the domain of interest, logically seen as constants. Target knowledge may be 
modeled by the formulas [act1] →  [evt1] and ¬[act2], e.g.

In the design process of gamification [7], domain experts, educators, developers, 
and other specialists negotiate training goals that may be written down deontically 
like [act1] →  [evt1], e.g. Actions in the virtual training world are identified 
that are supposed to reflect certain cognitive states. Such an action’s occurrence 
triggers the insertion of a deontic formula into the hypothesized theory of mind 
of a trainee—this is induction. The AI system is learning by building hypotheses 
subsequently.

https://online-journals.org/index.php/i-jac
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4	 THEORIES OF MIND IN TIME TRAVEL PREVENTION GAMES

The issue of induction mentioned by the end of the preceding section is 
crucial and, therefore, will be discussed next in some depths within section 4.1. 
The highlight seen from a viewpoint of game-based training and didactics, in 
particular, is the usage of theories of mind for adaptive trainee guidance to be 
discussed in section 4.2 below.

4.1	 Player modeling as theory of mind induction

User/trainee/player/learner models in time travel prevention games have 
the form of theories of mind. They consist of two sets of formulas. The formulas 
are induced throughout game play by interpreting a trainee’s behavior. The data 
processed for the induction of theories of mind are ground, i.e., they do not contain 
any variable, but domain constants such as action names and event names—what 
happens, so to speak.

One might ask why there are two sets of formulas, a conceptualization beyond 
the limits of prior work in computerized theory of mind induction such as [28]–[30], 
[32]–[34]. There is a, so to speak, positive set of formulas representing knowledge, 
opinions, and the like imputed to the trainee. Second, for the representation of 
what seems to be missing, there is a “negative” set. For brevity, we use the notations 
ToM+ and ToM−.

Fig. 5. Filling a bucket with a component of varnish and delivering to a basket mill

When a human trainee deploys buckets instead of jerrycans for the 
transportation of chemicals, as reported in Figure 5, it is a step of induction to insert 
[buck] →  [vap] into the hypothesis component ToM−, where [buck] represents the 
human action and [vap] is an event of vaporization. Note that, in practice, there 
exists finer terminology.

The axiom  p →  p is adopted what may be considered a Kantian statement. 
Therefore, the above step of induction should not generate [buck] →  [vap], because 
this might be an overgeneralization (see [31] for this problem in inductive learning).

When a trainee’s behavior changes, e.g., substituting all the buckets by jerrycans, 
the system may hypothetically move the above formula from ToM− to ToM+.

https://online-journals.org/index.php/i-jac
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At every point in time—in training or play time, to be precise—the digital system 
has a hypothetical trainee model that consists of ToM+ and ToM−.

4.2	 Adaptive player guidance based on theories of mind

A user/learner/trainer/player model, in general, and a theory of mind, in particular, 
provides a basis to adapt to a human trainee’s peculiarities, to needs and desires. 
Adaptivity is the utterance of the time travel prevention game’s artificial intelligence.

Subsequently, a few examples accompanied by the illustrations in Figures 6 
and 7 are intended to clarify how to exploit hypothetical knowledge within a theory 
of mind for the implementation of educationally effective AI behavior. The four 
screenshots in these figures are from the authors’ time travel prevention game 
module addressing needs of the paint and coatings industry.

Fig. 6. By reason of varying repeated time travels, suggestive information visualization is aiming 
at the human understanding and to allow for a trainee’s success on her own

The history of play contains the actions executed. These may occur as antecedents 
in implications like [act1] →  [evt1] and are inevitable when drawing conclusions.

Fig. 7. The past is no longer what it used to be. Formerly unknown avatars can suddenly occur. They talk 
to the trainee to provide guidance. And game objects may occur or disappear

https://online-journals.org/index.php/i-jac


iJAC | Vol. 17 No. 2 (2024)	 International Journal of Advanced Corporate Learning (iJAC)	 13

Deontic Knowledge Representation and Reasoning in Industrial Accident Prevention Training by Means of Time Travel Prevention Games

Assume [evt1] to be the event [poll] meaning a pollution above a certain threshold. 
In case [act1] takes place, the game AI concludes that it is advisable to inform the 
trainee about the problem. Figure 6 visualizes two utterances, so to speak, of the 
game AI addressing the trainee. When the trainee, on a journey back in time, arrives 
again in the hall of basket mills, a meter occurs (left screenshot) to convey pollution 
data. The AI’s aim is, so to speak, to induce  [poll] in the human trainee’s cognitive 
state. If this does not succeed and another time travel becomes necessary, the AI 
presents a more impressive heatmap (right screenshot).

There have been developed cascades of trainee guidance of an increasing strength 
aiming at an ultimate success [6], even in case that a trainee repeats erroneous 
actions frequently and, thus, needs a larger number of journeys back in time.

Much stronger than visualized by means of Figure 6, the past may be changed 
by the game system. As the authors put it ([5], p. 63), the past is no longer what it 
used to be.

How to change the past is determined by the current theory of mind. The study 
of two subsequent cases—for an illustration by means of screenshots see Figure 7 
above—is intended to explicate the use of deontic formulas in the theory of mind.

The constant [buck] means the use of buckets for transportation and [vapor] is 
the event of vaporization. [buck] →  [vapor] is assumed in ToM−. This expresses 
the system’s hypothesis that the player is unaware of the problems [buck] 
might cause.

Notice that there exist more intriguing situations. Instead of a single implication, 
some chain of logical deductions may establish the causal dependence. For brevity, 
those cases that require a form of logical abduction [35] are ignored here.

If p →  q is hypothesized to represent missing knowledge, a first quite strong 
form of adaptivity consists in a colloquial circumscription of the deontic formula 
under consideration; see left screenshot of Figure 7. For the time being, it is the duty 
of the game designer team to provide translations like that. Far beyond the current 
limits, one may imagine a programmed translator from deontic logic to natural 
language(s).

An even stronger guidance consists in changing the game world such that the 
action or event p becomes impossible, as illustrated by the right screenshot of Figure 7.

Such a behavior of the game AI that changes the game world substantially may 
cause questions for the reasons behind. The more drastic the modifications are, the 
more likely are trainee questions. This brings the present work close to the research 
and development area of explainable AI, an issue that exceeds the limits of the 
present contribution. Clearly, it would be attractive to enable a human trainee to 
chat with characters of the game world about events that took place and actions to 
undertake.

5	 CONCLUSIONS & OUTLOOK

Time travel prevention games are an unprecedented category of educational 
media. To apply modal logic—deontic logic, in particular—to such an educational 
area is unprecedented as well. User modeling by theories of mind still is ambitious 
leading to a formal treatment of conceptual change [36].

In these conditions, surprises are not rare. The authors discovered that 
by means of the Brouwer axiom one may equip an AI with the trait of being 
niggling. Perhaps, the use of deontic logic may contribute to more emotional AI in 
varying forms.
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Due to Kripke [37], we have the semantic imagination of different worlds in 
which modal formulas may be valid. Necessity and possibility in a world refer to 
the validity of formulas in subsequent worlds. Every time travel in a time travel 
prevention game becomes a Kripke space journey. Will there be any new discoveries 
in this universe?
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