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Abstract—Skill level estimation is very important since it 
allows an instructor, a human or an artificial instructor 
through an intelligent tutoring system, to predict the level of 
a student and adjust the learning materials accordingly. In 
this paper, a new approach based on 1-NN (First Nearest 
Neighbor) is introduced to determine the skill level of a stu-
dent based on the pattern of skill levels learned over time in 
the same course. The data over several years are used to 
determine four clusters of expert, good, average and bad 
skill level. The advantage of the proposed approach is in its 
capability to adjust the levels over time based on the new 
data received each year. Furthermore, it can estimate the 
skill level after a few homework or project assignments. 
Consequently it can help an instructor to better conduct its 
class. The proposed approach has been implemented and 
tested on an introductory computer programming course 
and the results prove the validity of the approach.  

Index Terms—intelligent Tutoring Systems, Skill level esti-
mation, Student Modeling. 

I. INTRODUCTION 

Skill level prediction is a mastery that good instructors 
and teachers have that helps them in their teaching by 
helping students who may not perform as expected. Un-
fortunately, this expertise does not come easily and in a 
short time and is not available for eLearning system. Con-
sequently, it is important to develop methods and algo-
rithms that can help human instructors, the combined sys-
tems of human instructors and Learning Management Sys-
tems (LMS), and fully automated systems such as Intelli-
gent Tutoring Systems (ITS), to predict the skill level of 
the students as early as possible in order to help the stu-
dents in their learning process.  

In the latter case, i.e. the intelligent tutoring systems, 
there are four different subsystems or modules: the inter-
face module, the expert module, the student module, and 
the tutor module. These intelligent educational systems 
derive much of their power from having a student model 
[3] that describes the learner’s proficiencies at various 
aspects of the domain to be learned. In such a module, the 
skill level prediction becomes very important. 

However, assessing a student’s knowledge is difficult 
because 1) part of the student’s proficiency evaluation 
comes from visual observation which is not available in 
online systems, and even in large traditional classrooms 
since the instructor does not have direct interaction with 
most of the students, 2) the student’s performance in an 
exam or quiz may not be a perfect reflection of the stu-
dent’s knowledge and proficiency in a field, and 3) the 
state of the student’s knowledge changes over time [4]. It 

also should be noted that the information gathered through 
human-computer interaction is imprecise, error prone, and 
its interpretation is vague and uncertain. Consequently, it 
is important to design a system to be able to correctly and 
efficiently process the data. 

Therefore, skill level modeling module, as part of the 
student module, should be able to estimate the level of a 
student’s performance as soon as possible, observe 
changes in his/her skill level and classify students in 
groups according to their skill level. Such embedded 
module in an ITS, provides customization and personal-
ization of the environment according to skill level and 
training required to improve educational quality. Such 
module would be very helpful for traditional classrooms 
too if the instructor uses an LMS such as Moodle or 
blackboard in which all the students’ grades and activities 
are available. The skill level estimator can provide early 
warning to the instructor about his/her students who are 
falling behind the class and need extra attention and help 
to catch up with the class.  

In this paper, a skill level estimator has been proposed 
that uses the performance of students in different learning 
activities and estimates their skill level and their perform-
ance in the future. An advantage of the proposed approach 
is in its early rough estimation that is helpful for the in-
structors and the intelligent system. 

The rest of the paper has been organized as follows. In 
section II, the other research related to this topic has been 
evaluated. The proposed method has been explained sec-
tion III. In section IV the results and comparison with 
similar methods have been presented.  

II. BACKGROUND AND RELATED WORK 

Knowledge tracking is the new term that has been used 
for skill level modeling and estimation. A wide range of 
researches have been performed from Boolean logic to 
fuzzy logic-based approaches due to fuzziness involved in 
the skill level estimation and representation. Decision 
Trees, classification methods and Bayesian Networks 
[1][2][7][17][18][19][20] [21][22][23] are from the most 
widely used approaches.  

The Bayesian Networks use a hidden Markov model to 
model the skill level (Fig. 1). The hidden parameters are 
the initial knowledge, i.e. p(L0) for the first time and p(Lt) 
as the current knowledge before facing a new learning 
object, and the learned knowledge level at each step. This 
initial knowledge can be acquired through previous stud-
ies or through interaction with friends or environment. 
The change in the knowledge represents the probability of 
acquiring new knowledge, i.e. changing the level of the 
knowledge, after facing a new learning object.  
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Figure 1.  The skill level representation through Hidden Markov 

Model. At each time step, the skill level can be observed through a 
student’s performance [17]. 

In this model, the student is observed through questions 
and assignments in which P(g), i.e. the probability of an-
swering a question from a higher knowledge level than the 
current level and P(s) is the probability of inability to an-
swer a question at a lower level of the current knowledge 
level, are estimated. P(g) and P(s) are representations of a 
student skill level. These parameters are easier to estimate 
when only one skill level is evaluated compared to cases 
in which a number of skill levels are evaluated at the same 
time.  

The Bayesian Network approach [1][7]has been used 
with and without considering the time spent answering 
questions. Liue et. al [7] used Bayesian belief network to 
assess the skill level and the slip probability for incor-
rectly answering each easy question and the lucky guess 
probability for correctly answering each hard question 
using the following information: 
 The number of questions on a topic at each level an-

swered correctly and incorrectly, 
 The time spent on answering each question. 

 

Classification and regression trees [13][14][15][16] are 
typical machine-learning methods for constructing predic-
tion models from data. The models are obtained by recur-
sively partitioning the data space and fitting a simple pre-
diction model within each partition. Fig. 2 shows a pseudo 
code of such methods. 

C5 and C&RT [24] (Classification & Regression Tree) 
are two classification tree algorithms that follow the gen-
eral recursive tree building approach. C4.5 uses entropy 
for its impurity function, whereas C&RT uses a generali-
zation of the binomial variance called the Gini index. 
These approaches first grow an overly large tree and then 
prune it to a smaller size to minimize an estimate of the 
misclassification error. C&RT employs 10-fold (default) 
cross validation, whereas C4.5 uses a heuristic formula to 
estimate error rates. C&RT estimates the dependent vari-
able while C5 estimates the class to which dependent vari-
able belongs to. In this study C&RT is used since the 
nearest neighbor approach is used.  

Chi-squared Automatic Interaction Detection (CHAID) 
employs yet another strategy. If the input is ordered vari-
able, its data values in the node are split into 10 intervals 
and one child node is assigned to each interval. If the in-
put is unordered, one child node is assigned to each value 
of the input. Then, CHAID uses significance tests and 
Bonferroni corrections to try to iteratively merge pairs of 
child nodes. This approach has two consequences. First, a 
few nodes may be split into more than two child nodes. 
Second, considering to the sequential nature of the tests  

 
Figure 2.  The pseudo code for tree construction by exhaustive search 

and the inaccuracy in the grading, the method is biased 
toward selecting variables with few distinct values. 

Due to the fuzzy nature of skill level estimation soft 
computing techniques such as Fuzzy set theory have been 
used in applications of educational assessment [8-12]. 
Nolan in [8-9] has shown that an Expert Fuzzy classifica-
tion scoring system can help teachers in making an as-
sessment in less time and with a level of accuracy compa-
rable to the best teacher. Ma and Zhou [10] proposed a 
fuzzy grade scale approach to assess and evaluate the out-
come of the student-centered learning. Echauz and 
Vchtsevanos [11] proposed a fuzzy grading method that 
utilizes a student’s performance measures to produce a 
fair mark distribution. Ranti [12] described a fuzzy set to 
evaluate the student’s answer script. 

In this paper we present a method which estimates the 
skill level considering the learning objects, such as pro-
jects, quizzes, labs and homework. In contrast to other 
proposed methods which consider all learning objects 
together, the proposed method separates the skill level in 
each learning object resulting in more accurate estimation. 

III. THE PROPOSED METHOD 

As mentioned earlier, in this method the skill level in 
each learning object, which are called the sub-skill levels, 
has been considered separately. This is due to the fact that 
in a learning object such as lab assignments, the students 
follow exact predetermined steps and they perform closer 
to each other. In other words, their overall skill level 
would not be very dominant in the results. However, in 
learning objects such as homework or projects, they more 
rely on their own skill levels and these learning objects are 
better indication of their skill level. 

As mentioned earlier, there are researches focused on 
using the overall skill levels to determine the final skill 
level. However, we used the sub-skill levels to determine 
the intermediate and final skill levels. The proposed ap-
proach consists of two major phases of training and esti-
mation that are broken down into the following four steps: 

1. Determining the number of skill levels, typically four 
2. Determining the grade range in each skill level 
3. Determining the reference/major final skill level 
4. Determining the mapping between the reference skill 

level and the learning objects. 
 

Fig. 3 shows the proposed framework for estimating the 
final skill level. It should be mentioned that the learning 
objects discussed here are the assessment-based learning 
objects such as quizzes, exams, homework and labs. The 
interaction of the user with other learning objects can be 
used for better estimation in the future.  

In the training phase, first, the students are classified 
into a few groups, which normally happen to be in four  
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groups of expert, good, average and bad. These groups are 
determined based on the data collected from previous runs 
of a course which includes all the grades and final per-
formance of the students in the course. This classification 
can be done manually by the instructor or an expert, or by 
using intelligent methods such as K-means. The number 
of the groups can also be determined manually or detected 
automatically.  

After classifying the students into four skill levels, the 
grade distribution for each learning object, for the four 
skill levels, are determined (Fig. 4). These two steps, i.e. 
determining the number of skill levels and the distribution 
of each skill level, constitute the training phase to deter-
mine the skill level in each learning object. In other 
words, the pattern from previous data is extracted to be 
used for estimation in the next phase.  

To determine the overall skill level of a student and 
measure the accuracy of this estimation, the midterm and 
final grades are used as the reference learning object. The 
reason for selecting midterm and final exams as the 
ground truth, i.e. the referenced skill level, is that these 
show the intermediate and final skill levels. Furthermore, 
these assessments suffer less from noise since these are 
conducted in a controlled setup and there is a lower possi-
bility of plagiarism. Finally, there is a mapping between 
the sub-skill levels measured in the learning objects and 
the skill levels measured in the midterm and final.  

Thus, in the training phase (Fig 3), linear regression and 
classification and regression tree method, such as CART 
and CHAID, is used to determine the impact of each 
learning object in the midterm and the final grade of each 
class of skill levels. In other words, as the midterm and 
final grades are representations of students’ skill level, the 
output of step 4 is a mapping from sub-skill levels to 
overall skill levels.  

To determine the skill level of a student, i.e. the mid-
term skill level or the final exam skill level, the learning 
objects’ grades for a given student are mapped into the 
skill levels using the mapping determined in the training 
phase. The results of this mapping are compared to the 
midterm or final grade of each levels that determined in 
the training phase. The first nearest neighbor, i.e. a skill 
level with the closest average grade to the grades deter-
mined in the training phase, is considered as the skill level 
of the student. 

In the last step, the accuracy of the mapping between 
the sub-skill levels and the final skill level is measured 
using the current midterm and final exams. Then the map-
ping is updated to reduce the mapping error. 

IV. IMPLEMENTATION AND RESULTS 

To evaluate the proposed method 387 students from 
“Introduction to Computers and Programming" course in 
2009 and 2010 have been selected. The course includes 
four learning objects, i.e. online quizzes, labs, homework, 
and projects. 80% of the data is used for training and clas-
sification and 20% is used for testing. Table 1 shows 
automatic data clustering that has distinguished four dif-
ferent skill levels, i.e. expert, good, average, and bad, 
which matches human intuition. 30.16% of students have 
been categorized with expert skill level, 26.6 as Good, 
26.2 as average and 16.7% as bad. Total represents the 
total number of students in each skill level. 

 
Figure 3.   The proposed approach to estimate the skill level of a stu-
dent as early as possible in a semester. The approach consists of two 
phases, the training phase and the estimation phase. In the training 

phase the data from previous semesters is used to create the model to be 
used in the current or future semesters. 

 
Figure 4.  The exams are used to classify the students into four groups 

which are clearly creates four groups. K-means is used to detect the 
classes. 

TABLE I.   
EXTRACTED SKILL LEVELS FROM K-MEANS CLUSTERING 

 Min Max Mean STDDEV Total 
Expert 17.40 19.5 18.20 0.55 92 
Good 15.30 17.3 16.35 0.56 81 
Average 12.90 15.2 14.12 0.63 80 
Bad 10.00 12.8 11.53 0.81 51 
 
Figure 4 shows four clear levels of skill existing in the 

course. It should be noted that k-means is used to perform 
clustering in this step. Furthermore, it should be noted this 
automatic approach has more accurate clustering than the 
fixed human clustering. In the human clustering, normally 
the mean for an expert is set for 18.5 and its minimum is 
set for 17. However, in automatic clustering, 18.2 is de-
termined to be the mean and 17.40 as the minimum for the 
expert class. Also the standard deviation is determined 
more accurately and can be updated over time. 

After determining the four overall skill levels in the 
course, the grade distribution for each learning object in 
each class of skill level is determined. Figure 5 shows the 
results of analyzing the learning objects distribution in 
each four skill levels. 
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Figure 5.  The grade distribution for each learning object in the four skill levels, a) labs, b) homework, c) quizzes, and d) projects. The skill distribu-

tions are represented using Gaussian distribution (Table II) in which the horizontal axes are the grades out of 100. 

After determining the four overall skill levels in the 
course, the grade distribution for each learning object in 
each class of skill level is determined. It is interesting to 
see that in labs andquizzes, the grade distribution between 
different skill levels do not differ significantly. In contrast 
the grade distribution for homework and projects differ 
between the four skill levels. 
This could be due to the fact that the lab assignments are 
so systematic and the results are fairly close to each other 
that does not allow differentiation between different skill 
levels. On the other hand, the possible reason that the 
online quiz is not a good feature to differentiate between 
different skill levels is that the students tend to cheat and 
work together to answer the quizzes. It should be noted 
that although the labs and online quizzes are not good 
features between all the skill levels, however, they can be 
used to differentiate between expert and bad skill levels. 
This can be justified as the students who work together to 
answer quizzes are from similar group or groups which 
are closer together. For instance, bad and average students 
may work together to answer an online quiz while good 
and experts work together. Table II shows the distribution 
of the grades in each learning object in the 4 skill levels. 

In this step, the distributions of students’ grades are cal-
culated for these four learning objects. Then each skill that 
has the closest mean and standard deviation from the dis-
tribution of a student’s grade is considered as that stu-
dent's skill level. 

The estimation of the final skill through these sub-skills 
can be done using different methods. As mentioned in the 
previous section, three methods have been used and com-
pared to each other for this estimation. The results are 
shown in table III. An advantage of C&RT and CHAID is 
that the results are shown in a hierarchical tree and the  

TABLE II.   
CALCULATED GRADE RANGE FOR THE LEARNING OBJECTS 

Lab Quiz Homework Project  

µ ϭ µ ϭ µ ϭ µ ϭ 
Expert 94.2 7.7 73.7 9.7 92.0 8.4 97.2 5.3 

Good 91.0 8.5 68.3 13.0 88.4 12.2 87.8 14.3 

Average 88.1 12.2 64.8 15.9 81.6 16.2 75.9 20.5 

Bad 82.1 14.6 54.2 18.4 74.7 17.1 61.7 23.2 

 
results can be analyzed easier. Fig. 6 shows a branch of 
the tree generated by CHAID and Figures 7 and 8 show 
the result of C&RT and CHAID trees respectively. In this 
branch, the root node consists of all samples. At this point, 
it is possible to predict the midterm grade with 76.5% 
accuracy. At the second level, the LAB grades, with skill 
levels ranging from 95.6 to 98, are included. The accuracy 
has dropped to 72.3%. Including the homework grades 
increased the accuracy to 78% at the 3rd level and the pro-
jects could increase the accuracy to 92.9%.  

As shown in Table III, CHAID classified the students 
with 64.3, 46.2, 33.3 and 87.5 percent accuracy in expert, 
good, average, and bad classes respectively. As it can be 
seen, CHAID performs better in good class than C&RT 
while C&RT performed better in expert and bad. Both 
approaches were not very successful in classifying good 
students. As it can be seen in the table, regression ap-
proach outperforms the other two approaches. Conse-
quently, linear regression is more suitable for skill level 
estimation than the other two approaches. 

Prediction of a student’s final skill level, as soon as 
possible, is very important for adjusting the course and the 
course materials. Consequently, the lower the number of a 
learning objects needed to effectively predict the perform  
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Figure 6.  A branch of the tree generated by CHAID 

 

ance of a student, the better the item to be used for skill 
level prediction. That is why the results in the “Introduc-
tion to Computers and Programming" course has been 
analyzed to determine the best learning objects for skill 
level prediction. The result show that by using two to 
three homework or project grades the skill of a student can 
be predicted. Using three to four grades can determine the 
skill level with high confidence. 

As mentioned earlier, the grades for quizzes and labs do 
not have clear differentiation between all four skill levels 
and cannot be used for this purpose. Furthermore, four to 
six grades are needed to be able perform skill level classi-
fication. Consequently, those would not be used for this 
purpose. 

V. DISCUSSION AND CONCLUSION  

Skill level prediction is important because it would be 
used to adjust the learning materials to improve the learn-
ing experience of students. The result of skill level predic-
tion can be used by a human instructor or by an intelligent 
agent in an intelligent tutoring system. In this paper a new 
method is proposed to determine the skill level as early as 
possible based on determining the sub-skill levels in learn-
ing objects such as homework and projects. 

This approach consists of two phase of training and es-
timation. The advantages of the proposed method are: 

1. The student's skill level can be determined at early 
stages of a course based on a few important learning 
objects. In the case of our “Introduction to Com-
puters and Programming", it can be determined up to 
5 weeks after the beginning of the semester based on 
the homework and projects. In other words, evalua-
tion via the assignments and the programming pro-
jects will accelerate the recognition of skill level.  

2. The system can determine which learning object 
helps the quality of a student's performance. Conse-
quently, a human instructor or an intelligent tutoring 
system can use this information to tailor the course 
for the best performance. 

 

The importance of the proposed approach, compared to 
the other proposed approaches such as fuzzy skill level 
estimation, is in using sub-skill levels rather than the 
overall skill is in using sub-skill levels rather than the 
overall skill levels to estimate the future skill levels. 

The importance of the proposed approach, compared to 
the other proposed approaches such as fuzzy skill level 
estimation, is in using sub-skill levels rather than the 
overall skill levels to estimate the future skill levels. It 
should be mentioned that since normal distribution is used 
to model the skill level, at least 30 samples are needed for 
each level to correctly model the skill level. If lower num-
ber of samples is available, then Z or T distributions may 
be used. 

The future work would focus on using neural networks 
for better learning the mapping between learning objects 
and skill level. Furthermore, we will study the use of 
fuzzy logic to better represent the fuzziness in the data. 
Finally, the possibility of using the interaction of the user 
with system through non-assessment learning objects 
would be investigated. 
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Figure 7.  Four levels of C&RT decision tree 

 
Figure 8.  CHAID decision tree 

TABLE III.   
THE COMPARISON OF DIFFERENT METHODS FOR SKILL LEVEL CLASSIFICATION. IT IS CLEAR THAT, OVER ALL, REGRESSION HAS BETTER PERFORMANCE 

THAN THE OTHER TWO 

  was Expert was Good was Average was Bad 

  CHAID C&RT Regression CHAID C&RT Regression CHAID C&RT Regression CHAID C&RT Regression 

Expert 64.29 82.14 96.60 19.23 42.31 26.92 25.00 15.38 0.00 0.00 0.00 0.00 

Good 35.71 14.29 3.40 46.15 42.31 73.08 50.00 15.38 15.38 6.25 6.25 0.00 

Average 0.00 3.57 0.00 34.62 15.38 0.00 33.33 7.69 38.46 6.25 0.00 12.50 

E
st

im
at

ed
 

Bad 0.00 0.00 0.00 0.00 0.00 0.00 0.00 61.54 61.54 87.50 93.75 87.50 
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