
	 86	 International Journal of Engineering Pedagogy (iJEP)	 iJEP | Vol. 13 No. 2 (2023)

JEP International Journal of 

Engineering Pedagogy 

iJEP  |  eISSN: 2192-4880  |  Vol. 13 No. 2 (2023)  | 

Mpia, H.N., Mburu, L.W., Mwendia, S.N. (2023). Applying Data Mining in Graduates’ Employability: A Systematic Literature Review. International Journal  
of Engineering Pedagogy (iJEP), 13(2), pp. 86–108. https://doi.org/10.3991/ijep.v13i2.33643

Article submitted 2022-06-27. Resubmitted 2022-11-15. Final acceptance 2022-11-18. Final version published as submitted by the authors.

© 2023 by the authors of this article. Published under CC-BY.

Online-Journals.org

PAPER

Applying Data Mining in Graduates’ Employability:  
A Systematic Literature Review

ABSTRACT
Envisaging an adequate IT/IS solution that can mitigate the employability problems is imperative 
because nowadays there is a high rate of unemployed graduates. Thus, the main goal of this 
systematic literature review (SLR) was to explore the application of data-mining techniques in 
modeling employability and see how those techniques have been applied and which factors/
variables have been retained to be the most predictors or/and prescribers of employability. 
Data-mining techniques have shown the ability to serve as decision-support tools in predict-
ing and even prescribing employability. The review determined and analyzed the machine- 
learning algorithms used in data mining to either predict or prescribe employability. This review 
used the PRISMA method to determine which studies from the existing literature to include as 
items for this SLR. Hence, we chose 20 relevant studies, 16 of which are predicting employ-
ability and 4 of which are prescribing employability. These studies were selected from reliable 
databases: ScienceDirect, Springer, Wiley, IEEE Xplore, and Taylor and Francis. According to 
the results of this study, various data-mining techniques can be used to predict and/or to pre-
scribe employability. Furthermore, the variables/factors that predict and prescribe employabil-
ity vary by country and the type of prediction or prescription conducted research. Nevertheless, 
all previous studies have relied more on skill as the main factor that predicts and/or prescribes 
employability in developed countries, and no studies have been conducted in unstable devel-
oping countries. Therefore, there is a need to conduct research on predicting or prescribing 
employability in such countries by trying to use contextual factors beyond skill as features.

KEYWORDS
data mining, employability, machine learning, predictive analysis, prescriptive analysis,  
graduate skills, lack of contextual factors

1	 INTRODUCTION

The past research has applied different techniques to discover which factors influ-
ence employability or which data mining techniques can effectively predict employ-
ability. Studies focused on the latter approach have discovered hidden patterns that 
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depict different levels of influence by extracting information from massive datasets. 
Nevertheless, these past studies have predominantly been focused on understand-
ing the skills and competencies of graduates and have overlooked other key success 
and failure factors of employability [1]. 

Data mining, a major component of database knowledge discovery, is an analyt-
ical process that allows the discovery of new knowledge. The purpose of data min-
ing is to apply machine-learning (ML) algorithms to discover intrinsic relationships 
among the explored data [2]. In recent years, data-mining techniques have outper-
formed other traditional investigation methods in many domains, such as business, 
engineering, and social sciences. In this paper, an investigation was conducted into 
the application of data mining in employability prediction in order to understand 
the effectiveness and applicability of different techniques, as well as to discover the 
factors that have been prioritized in previous studies for predicting employability of 
individuals after their academic training [3].

As generally defined by the majority of reviewed research articles, employability 
implies the consideration of employment prospects of an individual, and the individ-
ual’s capacity to proactively face the demands of the labor markets. Graduate employ-
ability is of great concern for institutions offering higher education. Consequently, a lot 
of research has been conducted to understand the employability issues in different con-
texts through data-mining techniques [4]. However, the increasing need for accuracy of 
prediction and the generalizability of the prescriptive models makes it paramount for 
researchers to prioritize contextual attributes. Inclusion of such attributes can promote 
the understanding of individualized employment profiles of graduates. This will help 
researchers to apply developed models to complex backdrops, such as areas affected by 
war, marginalization, limited industrialization, and restriction due to pandemics [5–7].

The objectives of this systematic literature review (SLR) were:

1.	 To investigate the extent to which data-mining techniques have been applied to 
determine graduate employability.

2.	 To assess the factors affecting graduate employability.
3.	 To explore the existing predictive and prescriptive models of employability and 

the generalizability of these models to other contexts.
4.	 To make recommendations for future research into employability prediction and 

prescription in the Democratic Republic of Congo (DRC), an unstable develop-
ing country.

The research was guided by the following research questions in a bid to reach 
the above objectives:

RQ1.	 To what extent has data mining been used to predict graduate employability?
RQ2.	 Which are the factors identified in previous literature for predicting grad-

uate employability? 
RQ3.	 What is the applicability of existing models for predicting graduate employ-

ability in unstable socio-economic and political backdrops?

To answer these research questions, keyword searches into several journal data-
bases was conducted to identify the scientific articles. Articles of interest were classi-
fied according to the machine-learning algorithms used, the type of input data used, 
the impact factor of the journal in which the article had been published and the 
attributes and/or factors used in the studies. Extensive review of the identified lit-
erature was then conducted to extract the required knowledge in summary form.
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2	 LITERATURE REVIEW

2.1	 Employability

Employability refers to an acceptable set of skills and competencies that enable 
a new graduate to compete in the labor market and attain employment irrespective 
of any change in society or in need by employers. Employability includes, in addi-
tion to the skills in demand, a set of attributes and experiences that are amassed 
during learning in a higher-education institution [8]. Bridgstock [9] has categorized 
employability into two perspectives. The first is the conventional view that focuses 
on generic and domain-specific skills and the initial employment outcomes. The sec-
ond is the broader contemporary view that focuses on a holistic approach that incor-
porates personal characteristics and places work into the context of an individual’s 
life and the current demands of the job market [10].

Rich [11] defines employability as a set of attributes that increase the potential of 
a graduate being employed in a private or public company. The level of employabil-
ity is thus based on the adequacy of knowledge accumulated in a learning institu-
tion with the needs of the labor market. Employability is not employment; it can be 
summarized by knowledge, skills, and social capital. Suleman [12] defined graduate 
employability as the individual skills, knowledge, and complex attributes that a per-
son obtains from higher education that help him/her to secure and maintain a job. 
Recently, employability has been defined as an ever-changing process that requires 
continuous revision of academic education. This means that employability can be 
increased through development of new skills fostered through university-industry 
partnerships, the strengthening of quality assurance systems, and the alignment of 
university education with a country’s development plans to provide a human capital 
that is endowed with employable intelligence, ability, and capacity [13].

Employment has become critical in recent times owing to the deteriorating 
global economy that resulted from the COVID-19 pandemic. The pandemic crisis has 
impacted on employment levels, the skills of graduates, and the stability of organiza-
tions offering employment. This has made employability less achievable and caused 
scholars to review certain attributes that are impacting job retention [14], [15]. Other 
factors affecting employability include internal conflicts in regions such as Nigeria, 
Somalia, and the DRC [16], where investors have shied from venturing their capital 
and jobs are difficult to find. As a result, in the DRC for example, about 70% of the 
youth are unemployed, and only about 100 out of every 9,000 graduates find employ-
ment every year [17]. Other socio-political factors such as tribalism, favoritism, and 
politicization of employment also affect employability in many regions of Africa [18].

2.2	 Machine learning

ML is at the heart of scientific invention and artificial intelligence (AI). This branch 
of AI is experiencing unimaginable success. Researchers purport that the success of 
ML is due to the nature of the data-driven epistemological approach. This approach 
enables learning from a large number of similar situations [19]. Unlike older pro-
gramming systems, a ML system is not explicitly programmed [20]. Instead, it is 
trained using numerous examples that are relevant to the given task [21]. During 
training, the system attempts to discover a statistical structure in the examples. As 
a result, the system develops rules to automate the task after processing a series of 
data, creating a generalizable model, and validating the obtained model [22].
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ML has become indispensable in the day-to-day activities. It offers a variety of 
applications ranging from simple web applications to complex systems such as speech 
recognition, computer vision, natural language processing, and facial recognition 
[19]. ML algorithms have been summarized by Sha et al. [23] as belonging to three 
major categories: Supervised Learning, Unsupervised Learning, and Reinforcement 
Learning. Reinforcement Learning is a sequential framework for decision-making, 
and Deep Learning is an associated framework for representation learning. More 
recently, Reinforcement Learning has been coupled with Deep Learning to create 
Deep Reinforcement Learning (DRL). This represents a new area in AI that aims to 
solve complex tasks with sparse available knowledge from the environment through 
its ability to learn from the data at different levels of abstraction [24].

2.3	 Data mining

Data mining is a set of techniques for exploring massive data. This approach uses 
various ML algorithms. Through unsupervised learning, for example, data mining 
can apply cluster analysis to differentiate objects that possess a certain set of fea-
tures. Subsequently, it can divide these objects into categories with no need to train 
data or employ factor analysis [25]. Data mining uses the classification technique 
to observe the features of a new object under analysis and assign to it a specific 
class. Common analyses from data mining include decision trees, Naive Bayes or 
K-Nearest Neighbor, which highlight characteristics of data [25], or regression tech-
niques, which identify intrinsic dependencies among variables [25]. 

Data-mining techniques can be generally categorized into Descriptive Mining 
Techniques and Predictive Mining Techniques. Descriptive techniques use unsuper-
vised learning of the available data to generate patterns that humans can interpret 
to discover knowledge. Clustering, which automatically classifies objects according 
to common trends, is the most widely applied descriptive technique [26]. On the 
other hand, predictive techniques attempt to predict the behavior of future data 
using the current patterns. Often, supervised ML models are deployed as predictive 
techniques. Such techniques can, for instance, predict whether or not a graduate will 
belong to the category of employed individuals, given some features. In predictive 
data mining, classification is the most popularly applied data-mining technique [27].

3	 RESEARCH METHODOLOGY

This research combined quantitative and qualitative methods to achieve the 
study objectives. Descriptive analytics were used to assess results from the past liter-
ature that has applied data mining in employability as well as to estimate the com-
monly used ML algorithms. The Preferred Reporting Items for Systematic Reviews 
and Meta-Analyses (PRISMA) technique was used to quantitatively determine which 
studies from the existing literature to include in the current systematic review [28]. 
Additionally, the Strengths, Weaknesses, Opportunities, and Threats (SWOT) quali-
tative analysis [29] was used to examine the strengths of previous research on the 
application of data mining in the field of employability, to detect the conceptual and 
knowledge gaps so as to identify opportunities that the existing literature offers in 
modeling employability. 

Systematic review conducted on the PRISMA standard comprised four stages: 
identification, screening, eligibility, and inclusion as advised by the literature [30]. The 
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identification process considered authoritative scientific articles on employability 
prediction that were published between 2008 and 2021. Justification for the tempo-
ral scope is that 2008 and later years saw a near-global economic crisis that impacted 
negatively on employability, with results still being felt to date [31]. Similarly, in 2020 
and 2021, the COVID-19 pandemic and its associated preventive measures caused the 
closure of many businesses, loss of employment, a rise in the cost of living, and dete-
rioration of most socio-economic aspects. As such, the pandemic may have revealed 
to mankind a new paradigm that calls for the construction of a new economic order, 
and the principle that needs, wishes, and resources are limited. The resultant shift 
of several economic activities into the virtual world affected employability since it 
caused companies to significantly reduce the number of employees [32]. 

The SLR process adopted the following set of steps:

1.	 The authors searched the ScienceDirect, Springer, Wiley, IEEE Xplore, and Taylor 
and Francis databases and collected relevant research articles, i.e., those dealing 
with the application of data-mining techniques in employability prediction. 

2.	 An examination of the collected items was conducted to establish that articles 
met the predefined criteria outlined in Table 1.

3.	 The articles selected from step 2 above were analyzed and results synthesized. 
4.	 A report was compiled from result of the identified research papers in order to 

make reasonable inference and recommendations for further research in the 
field of employability prediction and prescription using data-mining techniques.

Table 1. Criteria for including and excluding papers

Exclusion Inclusion

Papers with qualitative research Papers containing empirical research that applies descriptive, predictive, and 
prescriptive analyses

Book chapters Full-length papers published in international conference proceedings and 
international colloquia

Workshops/Notes/Essay
Papers published in a predatory journal

Papers published in peer-review journals with an impact factor of 1 or greater

Theoretical papers on predictive models Papers presenting quantitative results

Predictive data-mining-technique papers without  
a value of accuracy of the model used

Research articles applying predictive data-mining techniques, papers on prescriptive 
models, and other unsupervised techniques (PCA, text mining, clustering)

Applying the exclusion and inclusion rules in Table 1, a total of 20 papers were 
identified. These included one international colloquium article, ten papers pre-
sented at international conferences and published in high-impact-factor journals, 
and nine articles published in peer-review journals. It was found that limited work 
has been done to assess graduate employability using predictive data-mining tech-
niques. The majority of identified literature had adopted a theoretical perspective to 
assess employability using statistical methods [33].

The authors also used the unsupervised ML technique to model the topics. This 
involved the use of latent Dirichlet allocation (LDA), a natural-language processing 
approach for discovering common topics across the articles under analysis and, 
thus, the most frequent words on employability and data mining. A geographical 
heat map was used to plot the number of articles as grouped by author and national-
ity. Figure 1 illustrates the stages adopted to create the database of current research 
based on the PRISMA standard.
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Fig. 1. Flowchart of the selection process

4	 RESULTS

4.1	 Number of publications by year

Out of the identified research articles, the following descriptive results regarding 
the number of yearly published papers were identified (Table 2). 2020 had the larg-
est number of relevant published articles, while 2013 had the smallest. 

Table 2. Statistics of articles on prediction and prescription of employability

Year Number of Published Papers Frequency

2013 1 5%

2016 2 10%

2017 2 10%

2018 4 20%

2019 4 20%

2020 5 25%

2021 2 10%

Total 20 100%
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4.2	 Statistics by paper type, publisher, and country of publication

Results from exploration of reviewed paper type (i.e., whether journal article 
or conference proceeding), publisher, country where the research was conducted, 
author, and the type of used model (descriptive, predictive, or prescriptive) are 
presented in Table 3. Most of the reviewed articles were focused on predictive 
techniques.

Table 3. Type of the paper, publisher, authors and countries where the research was conducted

Year Type Publisher Country Authors Model

2013 Conference proceedings Elsevier Kingdom of Bahrain Alsultanny [34] Predictive

2016 Conference proceedings IEEE Philippines Piad et al. [35] Predictive

2016 Conference proceedings AIP Publishing Malaysia Aziz and Yusof [5] Predictive

2017 Article Taylor & Taylor Group England Forsythe [36] Descriptive

2017 Article Kassel University Press Spain Bañeres and 
Conesa [37]

Prescriptive

2018 Article INSIGHT—Indonesian Society for 
Knowledge and Human Development

Malaysia Othman et al. [38] Predictive

2018 Conference proceedings IEEE India Sawla et al. [39] Predictive

2018 Conference proceedings IEEE Saudi Arabia Almutairi and 
Hasanat [40]

Predictive

2018 Article Universidad Internacional de La Rioja Spain García-Peñalvo 
et al. [41]

Predictive

2019 Conference proceedings IEEE Philippines Casuat and 
Festijo [42]

Predictive

2019 Conference proceedings IEEE USA Dubey 
and Mani [43]

Predictive

2019 Conference proceedings IEEE India Vashisht and 
Grover [44]

Predictive

2019 Conference proceedings IEEE Thailand Watthananon and 
Chintanaporn [45]

Predictive

2020 Article IEEE England Montañez and 
Hurst [46]

Predictive

2020 Article Springer China Wang [47] Predictive

2020 Article IEEE England Sobnath et al. [48] Predictive

2020 International colloquium IEEE Philippines Casuat and 
Festijo [49]

Predictive

2020 Article IEEE Palestine Qamhieh et al. [50] Prescriptive

2021 Article Lambert Publications India Suryawanshi 
et al. [51]

Prescriptive

2021 Conference proceedings Springer India Purkar et al. [52] Prescriptive

https://online-journals.org/index.php/i-jep


iJEP | Vol. 13 No. 2 (2023)	 International Journal of Engineering Pedagogy (iJEP)	 93

Applying Data Mining in Graduates’ Employability: A Systematic Literature Review

4.3	 Analysis of topics covered in the reviewed literature

47 topics were identified in the corpus of texts reviewed in this SLR. The recur-
rent words [53] found in these topics can be seen in the word cloud in Figure 2:

Fig. 2. Word cloud of recurrent words in the existing literature 

Table 4 illustrates the contents of all the 47 topics.

Table 4. Topics and information contents

Topics Possible Content
1 Students’ employability in high schools of business in Philippines by applying Radom Forest model

2 Attributes influencing graduates’ employability in Philippines using Decision Tree

3 Skills of students as predictors of graduates’ recruitment in Saudi Arabian Industry

4 Application of Decision Tree, Naive Bayes, and Neural Networks to predict employability of disabled persons in Thailand

5 Recommender system for career path guidance of engineering discipline using skills and competencies of graduates

6 Graduates’ skill to predict employment in Malaysia using Decision Tree

7 Demographic attributes to predict employability of engineering students in India

8 A case study of predictive model of employability in Spain

9 An international conference paper on computational human interaction to predict labor market using Naive Bayes

10 Recommender system to provide services to small or part-time workers

11 Smart-metering infrastructure to collect data

(Continued)
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Topics Possible Content
12 Information about disabled students, disability type, and education

13 Computing framework and human-computer interaction according to Ting Wang

14 Information on IEEE publisher and international conference

15 Competence of graduates in Spain and their careers and employability

16–23, 25, 27–29, 42, 43 Human-computer interaction is integrated to construct a user-predictive model and person disability in Thailand

24 Application of Decision Tree and Naive Bayes as classifiers to predict occupation of disabled persons and students 
in Thailand

26 Employability of engineering students; data mining; and gender, age, performance, and skill of graduates in 
Philippines and India

30–32, 33, 
35–39, 44–46

Nonverbal inference, intelligence and employment-rate prediction based on neural computing framework and 
human-computer interaction

34, 40 Saudi Arabian industry and recruitment of graduates. Challenge, impact, achievement, and employability

41 Employability of students in technological institute and higher education in Philippines

47 Data mining to predict employability, neural network, and linear model

4.4	 Heat map of reviewed papers by country

Figure 3 below presents the number of retained reviewed papers by countries of 
publication using a heat map. 

Fig. 3. Total number of reviewed papers by country

4.5	 Applied ML algorithms for employability prediction

This subsection presents all ML algorithms that have been used in data mining to 
predict employability. It includes also, out of all the applied ML algorithms in each 
review paper, the best algorithm and its accuracy score. 

Table 5 below presents the most applied ML algorithms in the existing literature.

Table 4. Topics and information contents (Continued)
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Table 5. ML algorithms applied to predict graduates’ employability

Approach Year Authors Algorithms Best Algorithms  Accuracy

Supervised

2013 Alsultanny [34] Naive Bayes Classifier, Decision Rules, 
Decision Tree

Decision Tree 100%

2016 Piad et al. [35] Logistic Regression, CHAID Algorithm, Naive 
Bayes Classifier, Decision Tree (J48), SimpleCart

Logistic Regression 78.4%

2016 Aziz and Yusof [5] Naive Bayes Classifier, Logistic Regression, 
K-NN, Multilayer Perceptron, Decision 
Tree (J48)

Logistic Regression 92.47%

2018 Othman et al. [38] SVM (SMO), Decision Tree (J48), Multilayer 
Perceptron

Decision Tree (J48) 66.18%

2018 Sawla et al. [39] Random Forest, SVM, ANN Random Forest 70%
2018 Almutairi & Hasanat [40] K-NN, Naive Bayes Naive Bayes 69%
2018 García-Peñalvo et al. [41] Random Forest Random Forest 70.2%
2019 Casuat and Festijo [42] SVM SVM 91.22%
2019 Dubey and Mani [43] Logistic Regression, Random Forest, SVM, 

K-NN, Decision Tree
SVM, Random Forest 93%

2019 Watthananon and 
Chintanaporn [45]

Decision Tree, Neural Networks, Naive Bayes Naive Bayes 86.59%

2020 Casuat and Festijo [49] PCA applied in SVM PCA applied in SVM 93%
2020 Montañez and Hurst [50] Multilayer Perceptron Multilayer Perceptron 69%
2020 Wang [47] Neural Networks Neural Networks 98%
2020 Sobnath et al. [48] Logistic Regression, Linear Discriminant 

Analysis Decision Tree, Gaussian NB, Decision 
Tree Classifier 

Decision Tree 
Classifier and Logistic 
Regression

96%

Unsupervised
2017 Forsythe [36] PCA PCA 
2019 Vashisht and Grover [44] Ward’s method Ward’s method

4.6	 Applied recommender system techniques for prescribing employability 

This subsection presents different recommender systems techniques applied 
in the existing literature to prescribe either job or employability. It also identifies 
several knowledge gaps, such as sample limitations and the lack of consideration 
of white-collar jobs when modeling employability, in line with the sustainable- 
development goals. The commonly applied recommender system techniques are 
listed in Table 6 as follows.

Table 6. Recommender system techniques applied to prescribe graduates’ employability

Year Author Techniques Knowledge Gap
2017 Bañeres and Conesa [37] Not clear from the 

literature
Limited sample comprising a single university.

2020 Qamhieh, Sammaneh, and 
Demaidi [50]

Fuzzy intelligence Proposed a recommender system for higher education in Palestine, 
but socio-economic drivers were not considered in the study 

2021 Suryawanshi, Patil, and 
Choudhari [51]

The study proposed 
to use ANN

The study did not implement the recommender system. It proposed 
only a graphical framework

2021 Purkar, et al. [52] Content based The model was limited to informal jobs.
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4.7	 Data mining tools and techniques applied in previous studies 

Out of the total articles selected based on the criteria outlined in Table 1, six 
papers applied the Waikato Environment for Knowledge Analysis (WEKA) tool for 
the data analysis. One paper used libraries from the R programming language, and 
two papers applied the Python Scikit Learn. Three of the reviewed papers used SPSS, 
and nine papers did not specify the tools applied for the analysis. The distribution is 
illustrated in Table 7.

Table 7. Description of the tools applied to model employability 

Authors Year
Tools Used

WEKA R Python/
Scikit Learn SPSS

Alsultanny [34] 2013 Yes No No No

Piad, et al. [35] 2016 Yes No No Yes

Aziz and Yusof [5] 2016 Yes No No No

Forsythe [36] 2017 No No No No

Bañeres and Conesa [37] 2017 No No No No

Othman et al. [38] 2018 Yes No No No

Sawla et al. [39] 2018 No Yes No No

Almutairi and Hasanat [40] 2018 No No No No

García-Peñalvo et al. [41] 2018 No No Yes No

Festijo and Casuat [42] 2019 Yes No No No

Dubey and Mani [43] 2019 No No Yes No

Vashisht and Grover [44] 2019 No No No Yes

Watthananon and Chintanaporn [45] 2019 Yes No No No

Montañez and Hurst [46] 2020 No No No No

Wang [47] 2020 No No No No

Sobnath et al. [48] 2020 No No No No

Casuat and Festijo [49] 2020 No No No Yes

Qamhieh et al. [50] 2020 No No No No

Suryawanshi et al. [51] 2021 No No No No

Purkar et al. [52] 2021 No No No No

4.8	 Assessment of criteria used to determine employability in 
previous studies

Several criteria have been considered in the previous literature for determining 
employability. Table 8 outlines the criteria used in the reviewed studies.
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Table 8. Criteria for employability determination

Description of Criteria Considered Source Year

Forecast of the labor market in Kingdom of Bahrain Alsultanny [34] 2013

IT employability in Philippines Piad et al. [35] 2016

IT graduates employed in MARA Professional College (Kolej Profesional MARA) Aziz and Yusof [5] 2016

Perceptions of employability in higher education through student survey Forsythe [36] 2017

Development of recommender system as a prototype for knowledge and skills matching  
for university courses

Bañeres and Conesa [37] 2017

Graduates’ employability prediction in Malaysia Othman et al. [38] 2018

Employability measurement based on the candidate’s vocal analysis during job interviews Sawla et al. [39] 2018

Suitability analysis of information system students’ skills Almutairi and Hasanat [40] 2018

Graduate employability factors in Spain García-Peñalvo, et al. [41] 2018

Analysis of students’ mock job interview results Casuat and Festijo [42] 2019

Assessment of employability for high school students in Loudoun County (Virginia, USA) Dubey and Mani [43] 2019

Profile of engineering students in India through clustering Vashisht and Grover [44] 2019

Assessment of persons with disabilities in IT occupation in Thailand Watthananon and 
Chintanaporn [45]

2019

Smart metering infrastructure to detect unemployment in England Montañez and Hurst [46] 2020

Prediction of the employment rate via an intelligent model based on neural computing Wang [47] 2020

Employment assessment for UK disabled students engaged in post-higher education Sobnath et al. [48] 2020

Employability assessment for undergraduate students in the Philippines Casuat and Festijo [49] 2020

Recommender system for skills matching into engineering programs among high 
school students 

Qamhieh, Sammaneh, and 
Demaidi [50]

2020

Post-graduate student employability assessment and skills matching Suryawanshi et al. [51] 2021

Recommender system for skills matching of recruitment candidates Purkar et al. [52] 2021

The first question of this research that was addressed was (RQ1): Which ML 
algorithms were the most used in data mining to predict and/or prescribe employ-
ability? Six ML algorithms in the reviewed research were most used in data min-
ing to predict employability. The decision tree with different types of algorithms 
such as J48 was the most used. Eight studies were identified that predicted employ-
ability by applying this algorithm. The best score for these different works was 
100% accuracy. The decision tree has several advantages. This algorithm identi-
fies different sets of predictors and different interactions between them for differ-
ent subgroups in a dataset [54]. Being a nonparametric algorithm [55], it spares 
researchers from making distributional and metric assumptions about the data, 
especially since collected data are often correlated and skewed [56]. Its ease of 
representation and interpretation allows the researcher to represent results in 
a non-statistically intensive and comprehensive framework for novices in data 
science [57].

The next-most applied algorithm is the Multilayer Perceptron neural network 
(MLP). Six researches applied this algorithm to predict employability. The highest 
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score of accuracy was 98%. This ML algorithm is a feed-forward model [58], in 
which learning is through two phases: forward and backward [59]. Given the loss 
function E(x, y, θ), with x the inputs, θ parameters, y the target, and w

ij

h as the weight 
of the connection from neuron i of layer h-1 to neuron j, the MLP algorithm uses 
gradient descent theory or its variants to adjust weights by applying partial der-
ivation of the loss function regard to each parameter [60] to get a new weight, 
as follows:

	 w w
E x y

w
ij

h

ij

h

ij

h

� � �
�

�
� *�

( , , )
�

� 	 (1)

η represents the learning rate, which is very important. It is a hyper-parameter to 
speed up the training of the Artificial Neural Network (ANN) and is optimized based 
on the error of the validation set after a large number of neuron weight updates [61]. 
Five reviewed studies have used SVM to predict employability. The SVM algorithm 
offers robustness in learning biases in data [62]. It is simple and best suited to small 
sample cases [63]. Dubey and Mani [43] applied SVM to predict high school student 
employability in the US and got the an accuracy score of 93%. The same score was 
obtained by Casuat and Festijo [49] when coupled PCA and SVM were used to predict 
undergraduates’ employability In the Philippines, while identifying the most pre-
dictive variables among the employability signals of students, they used a dataset of 
3000 engineering students.

Besides SVM, Naive Bayes has also been applied five times in the surveyed 
research. Based on the theorem of Bayes, it is known for calculating proba-
bilities and conditional probabilities. The Naive Bayes is a faster algorithm 
and offers accurate models [64]. The Naive Bayesian classifier algorithm was 
used by Alsultanny [34] to create a dataset table in order to classify a series of 
unknown information for employment to handle the constant change of labor 
market demands in the Kingdom of Bahrain. He got an accuracy of 83.33%. 
Naive Bayes performed better than Decision tree and Neural network when it 
was applied by Watthananon and Chintanaporn [45] to predict IT Occupation 
of persons with disabilities in Thailand. It presented an accuracy of 86.59%, 
while Decision Tree presented 82.03% and Neural Network presented 66.10 %.  
The results of the two researchers confirm the statement of Mansour et al. [65] and 
Jackins et al. [66], who say that despite the fact that Naive Bayes is among the sim-
plest ML algorithms, it is widely used to solve practical problems. In the reviewed 
papers, the Naive Bayes classifier algorithm was used, but this algorithm also offers 
the possibility of performing regression. The Naive Bayes classifier is a probabilistic 
ML model based on Bayes’ theorem [67] and is written as follows: 

	 P c A
P A c P c

P A
( )

( ) ( )

( )
|

|
= 	 (2)

In the equation (2), c represents the class of variables that are supposed to be 
predicted and A can be considered as parameters or features [68]. Features are also 
called predictors in Bayes’ theorem and are independent variables. Thus, the pres-
ence of one does not affect the other. That is why they are called naive [69]. Logistic 
regression, a statistical ML algorithm [69] that fits a regression surface to data in the 
case of dichotomous dependent variables [70], was applied in four different projects, 
and the highest accuracy was 96%, as shown in Table 5. Sobnath et al. [48] applied 
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this algorithm to a dataset of 270,934 records of students with a known disability in 
UK schools since logistic regression requires large sample sizes to achieve an ade-
quate level of stability [71]. However, in the case of larger data sets and large fea-
tures, the inference of logistic models can become computationally prohibitive and 
problematic [72]. Random Forest was used three times in the reviewed research. This 
ML algorithm is flexible and gives a great result, even without hyper-parameter tun-
ing [73]. It can be used for both classification and regression tasks [74]. Its simplicity 
makes it popular. Random Forest is an ensemble learning model which combines 
multiple trees to overcome the overfitting of individual decision trees [75] by build-
ing each tree randomly and drawing samples with replacements from the original 
data [76]. Dubey and Mani [43] got an accuracy of 93% when applying the Random 
Forest classifier to predict high school students’ employability with local businesses 
for part-time jobs in Loudoun County in Virginia (USA). In sum, the Random Forest 
does not always perform better in various practical cases. Thus, several researchers 
have been able to propose methods adapted to practical problems that improve dif-
ferent aspects of the Random Forest [77].

The literature review revealed that only a few studies have been conducted to 
prescribe employability, and out of four reviewed prescriptive works, the authors 
conclude that TF-IDF was the algorithm most used to vectorize data, making it suit-
able for similarity calculation [52], and Cosine similarity was the recurrent model 
used to compute similarities.

4.9	 The used factors/variables to predict and/or prescribe employability

This section discusses research question (RQ2): Which are the factors identified 
in the previous literature for predicting graduate employability? In the reviewed 
papers, there is no one who conducted an exploratory factor analysis (EFA) to 
capture contextual factors that affect employability. Nevertheless, the authors 
noticed that in about eight papers, some factors/attributes were retained as pre-
dictors of employability in different cases. According to Piad et al. [35], IT Core, 
IT Professionally, and Gender constitute the factors of predicting employability of 
graduates in IT. For Aziz and Yusof [5], Gender, program of courses, semester (num-
ber of semesters taken to complete the program), Co-curriculum, and Academic per-
formance were conditions affecting employability at MARA Professional College, in 
Malaysia. 

Forsythe [36], in her study on the predictors of employability perceptions in 
higher education, was able to identify four factors influencing employability: 
Adaptability, Goal orientation, Family support, and Spirituality. She concluded that 
mindset is the most important factor influencing students’’ self-perceived employ-
ability. She thus proposed that future research should include in-depth work on stu-
dents’ attitudes towards their employability, as these attitudes change throughout 
their course of study, and the role that goal orientation plays over time. On the other 
hand, García-Peñalvo et al. [41] estimate that there are six factors that affect employ-
ability: university where the graduate studied, graduate gender, degree studied by 
the graduate, graduate’s opinion on the relevance of choice of a job (which depends 
on the conditions related to the prestige of the employer and the position which 
he/she will occupy with the company), graduate’s opinion about the relevance of a 
chosen job (which depends on the conditions related to the personal context), and 
graduate’s reasons to live abroad while obtaining the degree.
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Othman et al. [38] retained age, faculty, field of study, co-curriculum, mari-
tal status, industrial internship, and English skills as factors affecting gradu-
ate employability in Malaysia. Casuat and Festijo [49] said that there are some 
attributes among employability signals of undergraduate students. Hence, men-
tal alertness and manner of speaking are the highest predictors of employabil-
ity. Dubey and Mani [43] concluded that in Loudoun County (Virginia, USA), 
small-business employers focus on the students’ GPA, school where the student 
studied, grade level, gender, previous work experience, number of courses taken 
by the student, social and task skills, available days to work, and transportation 
abilities when they are employing high school students. Sobnath et al. [48] said 
that Age, Disability type, and Institution where the person studied are the most 
common attributes affecting disabled students’ engagement six months after their 
graduation in UK.

Regarding reviewed prescriptive studies, all the papers insist on the use of skills 
as main factors that prescribe employability. However, Qamhieh et al. [50] suggested 
that modeling employability in developing countries requires the use of economics 
and socio-political factors, as they are the reliable factors that influence concrete 
employability in such countries.

RQ3: What is the applicability of existing models for predicting graduate employ-
ability in unstable socio-economic and political backdrops?

This study focused on reviewing previous research works on building models 
to predict or to prescribe graduates’ employability from 2008 to 2021. The authors 
developed a systematic approach to the review work. This approach included, first, 
the creation of rules for selecting papers in scientific databases and, second, applying 
a PRISMA method checklist, which guided them on how to develop this systematic 
review and what to include when they were writing this review [78]. This approach 
supported the main objective of this research, which was to capture relevant factors 
that can be used to better predict or prescribe employability in unstable developing 
countries such as the DRC.

Several ML algorithms in these reviewed papers have shown different perfor-
mances, and it is not clear whether logistic regression is the best or whether the best 
algorithm is Decision Tree or even Naive Bayes or SVM. These algorithms performed 
well, depending on whether the research was modeling the employability of dis-
abled people or graduates, and even depending on the country. Thus, there is a need 
to try to use an ensemble predictor such as stacking by including more factors to 
see if this ensemble method improves the accuracy in predicting employability [79]. 
Moreover, as factors are changing according to the country and degree of graduates, 
internal factors should be considered also, which can influence employability in an 
unstable developing country, such as the DRC, where many factors were pointed out 
by some qualitative researches. 

On the side of prescriptive analysis, traditional recommender systems (Content 
based, Fuzzy intelligence based, etc.) seem to be the most used for employability. 
Researchers should consider a huge of set of factors in order to predict employ-
ability. Globalization; different crises; social issues such as tribalism, nepotism, and 
favoritism; and the impact of technology greatly influence recruitment practices in 
Africa. Employees should have today’s skills and performance capable of adaptation 
in a changing world and a complex social background [80]. Moreover, nowadays, 
deep-learning technique have been revealed to be the best practice if one wants 
to optimize recommender system models [81], [82], [83]. SWOT analysis results for 
previous studies are shown in Table 9 below.
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Table 9. SWOT of application of data-mining techniques on employability research

Strengths Weaknesses

Predicting graduates’ employability using skills as 
factors helps universities to improve strategies of 
their formations

Use of huge datasets allows obtaining good models
Giving new trends and applications of applying data-

mining techniques for students’ and graduates’ 
employability

Lack of research on this area in Africa, especially 
in the DRC, an unstable developing country

No factor analysis research that identifies 
contextual factors that predict employability

Fewer retained attributes to predict employability
Insisting only on the skills of students/graduates 
Not taking into account influence of some social 

considerations, such as racial and religion 
discriminations and the need of employers

Opportunities Threats

Apply a comparative study of the most used ML models
Use of Stacking algorithm as ensemble model to 

combine the results of Decision Tree, MLP, Naive 
Bayes, Logistic Regression, SVM, and Random Forest 
for a better prediction

Surveying graduates themselves to get primary data 
Conducting a factor analysis to capture contextual 

factors that predict employability in unstable 
developing countries, particularly in the DRC

Predict employability of IT graduates in the DRC, 
a country with manifold socio-politic realities, 
by including a large set of attributes taking into 
account the impact of COVID-19 and socio-political 
situation of the DRC

Using prescriptive analytics to build a recommender 
system by using primary data and capturing 
contextual factors using EFA

Use of secondary data cannot sometimes reflect 
the real world

Many papers on employability are published in 
non-impact journals and others in predatory 
journals. Hence, the risk of the quality of 
the research

Skill is pointed by many studies as a main factor 
that predict and prescribe employability. 
However, in unstable developing countries, 
some inner factors predict and prescribe 
employability [84].

Not using deep-learning technique can 
make recommender systems generate 
recommendations that are not highly accurate

5	 DISCUSSION

In this SLR, the authors found that, looking at the results presented in the sub-
section 4.9, there is inconsistency in factors that predict employability. Moreover, 
the outcomes of the RQ1 show that it is not clear which algorithm is appropriate 
to build an efficient classifier to predict employability. In addition, the existing 
data-mining models developed to mitigate the employability issues were imple-
mented mostly in developed countries. This SLR estimates that it is important to 
first conduct an EFA study to capture contextual factors that predict employabil-
ity as long as the existing studies present inconsistent factors. Secondly, instead 
of developing only predictive models, it is imperative to use current techniques 
such as deep learning to build prescriptive solutions in order to mitigate the 
unemployment problems in unstable developing countries, especially in the 
DRC, where the rate of youth unemployment has reached a worrying thresh-
old [85]. Therefore, this study should contribute to the body of knowledge by 
providing an overview of existing data-mining models used to either predict or 
prescribe employability. The review proposes some recommendations for future 
studies, which may lead to adequate IT/IS solutions to address the unemploy-
ment problem in unstable developing countries. These solutions will be rele-
vant only if researchers can identify consistent contextual factors that influence 
employability and use them as features to construct performance-predictive and  
-prescriptive models.
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6	 LIMITATIONS OF THE STUDY

This study had some limitations, which influenced some of its results. In fact, 
many of the papers obtained from databases (ScienceDirect, Springer, Wiley, IEEE 
Xplore, and Taylor and Francis, etc.) were published in journals with an impact 
factor <1, and other papers obtained from ResearchGate were published in preda-
tory journals. As result, the authors reviewed only 20 papers according to their rules 
(see Table 1). Moreover, the Kingdom of Bahrain was not recognized in the Excel 
heat map as a country (see Figure 3).

7	 CONCLUSION

The research adopted the PRISMA method to determine existing studies to include 
as items for this SLR. Out of 143 papers related to modeling employability using 
data mining, only 20 predicting and/or prescribing employability were retained as 
adequate studies for conducting this study. Moreover, the study used SWOT as a 
qualitative approach to analyze the strengths of existing studies on the application 
of data mining in employability and to detect the conceptual and knowledge gaps in 
order to identify opportunities that the existing literature offers in the modeling of 
employability.

The result showed that six ML algorithms were the most used in data mining to 
predict employability: Decision tree (J48), MLP, SVM, Naive Bayes, Logistic regression, 
and Random Forest. From the 20 papers, J48 decision tree algorithm was identified in 
eight different papers, and the highest accuracy in those papers was 100%. MLP was 
identified in six reviewed studies, and the best score was 98%. SVM and Naive Bayes 
were repeated in five different papers and had the best accuracies: 93% and 86.59%, 
respectively. Logistic regression, presented in four papers, had 93% as highest accu-
racy. Random Forest was used in three papers, and the highest accuracy was 93%. 
Regarding studies on prescribing employability, the authors discovered that collabo-
rative filtering and content-based techniques were the recommender systems most 
used to prescribe employability. The study found that no paper has conducted EFA to 
identify contextual factors that predict and/or prescribe employability. All the used 
variables or factors in the existing literature to predict and/or prescribe employabil-
ity were either extracted using feature selection or feature engineering. In addition, 
none of the studies have addressed the recommendation of employability in unsta-
ble developing countries by applying data mining.

8	 FUTURE WORK

Future work will involve the arduous task of identifying contextual factors that 
predict graduates’ employability in a socially and politically unstable developing 
country, such as the DRC, in addition to skills [86], demographics, and graduate per-
formance. The identification of those factors may help the authors in the future to 
conduct research on the prediction of graduate employability. Moreover, there is 
also a need for building a recommender system based on the socio-political and eco-
nomic backgrounds of students, which can help either students or new graduates to 
update their competencies to maximize their chance of being employable in order to 
achieve the sustainable development goal target of 8.6 in such countries.
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