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PAPER

MapReduce Solutions Classification  
by Their Implementation

ABSTRACT
Distributed Systems are widely used in industrial projects and scientific research. The 
Apache Hadoop environment, which works on the MapReduce paradigm, lost popular-
ity because new, modern tools were developed. For example, Apache Spark is preferred in 
some cases since it uses RAM resources to hold intermediate calculations; therefore, it works 
faster and is easier to use. In order to take full advantage of it, users must think about the 
MapReduce concept. In this paper, a usual solution and MapReduce solution of ten prob-
lems were compared by their pseudocodes and categorized into five groups. According to 
these groups’ descriptions and pseudocodes, readers can get a concept of MapReduce without 
taking specific courses. This paper proposes a five-category classification methodology to help 
distributed-system users learn the MapReduce paradigm fast. The proposed methodology is 
illustrated with ten tasks. Furthermore, statistical analysis is carried out to test if the proposed 
classification methodology affects learner performance. The results of this study indicate that 
the proposed model outperforms the traditional approach with statistical significance, as evi-
denced by a p-value of less than 0.05. The policy implication is that educational institutions 
and organizations could adopt the proposed classification methodology to help learners and 
employees acquire the necessary knowledge and skills to use distributed systems effectively.

KEYWORDS
MapReduce, big data, Apache Hadoop, Apache Spark, problems classification, solutions 
categorization, course design

1	 INTRODUCTION

Big data, defined as data sets that are too large and complex for traditional 
data-processing methods, has become an essential focus for organizations and 
individuals. The sheer volume of data generated by sources such as the Internet 
of Things, cyber security, social media, and bioinformatics makes it impossible to 
analyze using traditional methods or on a single machine. However, when analyzed 
correctly, big data can provide valuable insights and improve business operations, 
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decision-making, customer experiences, healthcare outcomes, risk management, 
and resource allocation in various sectors. Effectively analyzing big data is becoming 
a critical skill in many industries. With the rise of big data, organizations that can 
harness its power will have a significant advantage over those that do not.

To this end, a distributed system like Apache Hadoop can be used. Apache Hadoop 
is an ecosystem for storing and computing big data, which works on a cluster of 
extendable hardware. The storing layer is a Hadoop Distributed File System, and 
the processing layer is a MapReduce consisting of two steps: map and reduce. 
MapReduce is a computational model specifically developed to handle large-scale 
data processing through parallelization on a cluster of machines. Data processing is 
performed by manipulating data tokens represented as key-value pairs.

The steps of the MapReduce process are as follows (see Figure 1):

1.	 Big data is split into chunks and sent to mappers
2.	 Mappers perform their actions on those data chunks and emit intermediate 

key-value pairs
3.	 Apache Hadoop Ecosystem identifies each key’s reducer by some hash function. 

Then it sends that key-value pair in sorted order to a definite reducer, called the 
shuffle stage.

4.	 Reducers accept sorted key-value pairs and finish data processing by sending the 
final result to the file system.

Fig. 1. MapReduce process

Many tools exist that work on top of Apache Hadoop and use the MapReduce 
model, e.g., Apache Spark. Apache Spark has gained significant popularity recently 
due to its many advantages over Apache Hadoop [1]. Apache Spark provides a 
flexible programming model by allowing users to choose from various programming 
languages, such as Scala, Python, R, SQL, and Java, to implement their solutions [2]. 
This flexibility simplifies the process of big data processing, as users are not required 
to perform pure MapReduce coding in Java. It is essential for individuals utilizing 
Apache Spark to have a thorough understanding of the MapReduce paradigm, even 
if they do not write the map and reduce methods in Java classes. This understanding 
is necessary to develop efficient solutions that fully leverage the capabilities of the 
MapReduce model when executed on a distributed system.

There is a lack of research on the most effective curriculum design for teaching 
the core concepts of MapReduce and Apache Spark that balance theoretical expla-
nations with hands-on exercises and real-world examples to enhance students’ 
understanding of the technologies.

https://online-journals.org/index.php/i-jep
https://www.zotero.org/google-docs/?58WOxR
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The research contribution of the current work can be summarized as follows:

•	 Investigating and developing a novel approach that effectively teaches the core 
concepts of MapReduce and Apache Spark by including a balance between 
theoretical explanations, on the one hand, and hands-on exercises and real-world 
examples, on the other, which can enhance the student’s understanding of the 
technologies.

•	 Evaluating the classification method’s effectiveness in student performance 
in learning the core concepts of MapReduce and Apache Spark in distributed 
systems and providing feedback to improve the curriculum design.

This research contributes to the field of big data education by addressing the cur-
rent gap in the literature on effective curriculum design for teaching MapReduce and 
Apache Spark and by providing an evaluation of the classification method in terms 
of student performance, which can inform future curriculum design and instruction. 
Additionally, this research could provide valuable insights into the most effective ways 
to classify single machine tasks in distributed systems, which is crucial for under-
standing big data processing, and optimizing the performance of distributed systems.

2	 LITERATURE REVIEW

This section reviews the literature on curriculum development, educational 
theories, the MapReduce programming model and its applications, and compares 
MapReduce with other big data technologies. Constructivism, a learning theory 
emphasizing learners’ active involvement in constructing their knowledge, has 
been incorporated into the curriculum development process, along with cognitive 
load theory, which suggests that learners have a limited capacity for processing 
information. The MapReduce programming model is a widely used paradigm 
for processing large datasets in parallel across a cluster of machines. It has been 
applied in various domains to solve big data challenges. However, Apache Spark, 
another popular big data processing framework, has emerged as an alternative 
to MapReduce. Several studies have been conducted on the curriculum design for 
teaching MapReduce, and the effectiveness of MapReduce education has also been 
evaluated. Based on the literature reviewed, there is a need for a curriculum that 
effectively teaches the core concepts of MapReduce on Apache Spark.

2.1	 Curriculum development and educational theories

Constructivism, a learning theory emphasizing learners’ active involvement 
in constructing their knowledge, has been incorporated into our curriculum 
development process [3], [4]. The aim is to facilitate meaningful learning experi-
ences by encouraging learners to actively engage with the material, particularly in 
teaching the core concepts of MapReduce on Apache Spark.

Furthermore, cognitive load theory has been considered, suggesting that learners 
have a limited capacity for processing information [5], [6]. The curriculum has been 
carefully structured to present concepts in manageable chunks. Using a balance of 
theoretical explanations, hands-on exercises, and real-world examples is aimed at 
optimizing the learning experience for our students and maximizing their retention 
of the material [7].

https://online-journals.org/index.php/i-jep
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https://www.zotero.org/google-docs/?4C8tVM
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By incorporating these relevant theories into the curriculum-development 
process, a learning experience that is both engaging and effective has been created. 
The curriculum’s goal is to equip students with the knowledge and skills necessary 
to succeed in distributed systems, and we recommend using these theories in the 
development of future curricula.

2.2	 MapReduce programming model and its applications

The MapReduce programming model is a paradigm for processing large datasets 
in parallel across a cluster of machines. It was introduced by Google in a 2004 paper 
[8] and has since been widely adopted in industry and academia. The basic idea 
behind MapReduce is to divide the processing into two phases: the Map phase, 
which transforms the input data, and the Reduce phase, which aggregates the 
intermediate data produced by the Map phase. The Hadoop framework [9] is one 
of the most popular ways to implement MapReduce, and it provides a robust and 
scalable infrastructure for running MapReduce jobs.

MapReduce has been applied in various domains to solve big data challenges. For 
example, MapReduce has been used in finance to identify fraudulent activity and 
improve risk management [10]; in healthcare, it has been used to analyze electronic 
health records to improve patient outcomes [11]; in social media, it has been used 
to analyze user behavior and sentiment [12]. The MapReduce model has also been 
applied in bioinformatics for gene expression analysis [13] and genome assembly 
[14], [15] in teaching quality assessment [16].

While the MapReduce model has proven effective for many big data use cases, 
it is not always the best choice. Apache Spark [2] is another popular big data pro-
cessing framework, which is an in-memory processing engine and provides a more 
general-purpose data processing engine than MapReduce, with the ability to perform 
batch processing, interactive querying, graph processing, and machine-learning 
tasks. So, comparison studies between the two frameworks were made.

2.3	 Comparison of MapReduce with other big data technologies

MapReduce is a widely used programming model for processing large data-
sets in parallel across a cluster of machines. With the growing importance of big 
data in various industries, there is a need for individuals with knowledge and 
skills in MapReduce programming. Therefore, designing a curriculum for teaching 
MapReduce is crucial for preparing students for careers in big data. Curriculum 
design for teaching MapReduce can include modules taught in distributed computing 
courses to upper undergraduate students [1], as well as cloud-based platforms for 
knowledge sharing and big data [17], [18].

Several studies have been conducted on the curriculum design for teaching 
MapReduce in higher education [19]. These studies focus on improving teaching 
efficiency, providing students with more practical capabilities and knowledge, 
and incorporating hands-on activities into the syllabus [17]. Other research has 
examined the construction of curriculum ideological and political collaborative edu-
cation mechanisms [20], [21].

Several studies have been conducted to evaluate the effectiveness of MapReduce 
education [22]. These studies focus on building efficient algorithms, task and node 
faults, performance evaluation, and data-mining analysis. For example, in a study [23] 
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conducted at the University of California, Berkeley, researchers utilized Amazon 
Elastic Compute Cloud (EC2) to instruct undergraduate students on the concepts of 
MapReduce. The study demonstrated a significant improvement in processing speed. 
However, the researchers raised concerns regarding the applicability of cloud-based 
billing services in an educational setting.

Furthermore, studies have focused on developing and evaluating teaching 
materials, such as lab assignments and tutorials, to help students learn MapReduce 
efficiently. For example, Ngo et al. [24] describes their teaching experiences and stu-
dent feedback in a Hadoop MapReduce course. It provides best practice for lecture 
materials, a computing platform, and teaching methods, and it groups the materials 
into four categories. The survey showed positive student feedback, and the authors 
suggest a centralized shared computing resource for students to set up individual 
Hadoop clusters. Another study [25] describes the reimplementation of an entry-
level graduate course in high-performance parallel computing aimed at physical 
scientists. It utilizes development to teach students about high-performance com-
puting. The curriculum is designed to be hands-on and practically teach senior 
graduate students.

In conclusion, curriculum design for teaching MapReduce is essential to pre-
paring students for careers in big data. Many studies have been conducted on cur-
riculum design, materials development, and the evaluation of the effectiveness of 
MapReduce education. Based on the literature reviewed, one research problem that 
needs to be addressed is developing a curriculum that effectively teaches the core 
concepts of MapReduce on Apache Spark. There is a need for a curriculum that 
balances theoretical explanations with hands-on exercises and real-world examples, 
which can enhance the student’s understanding of the technologies. To address this 
research gap, we asked the following research questions:

1.	 Is it possible to develop and apply a curriculum that effectively teaches the core 
concepts of MapReduce on Apache Spark, using a balance of theoretical expla-
nations, hands-on exercises, and real-world examples, to classify single-machine 
tasks in distributed systems?

2.	 Is the classification method effective in terms of student performance in learning 
the core concepts of MapReduce on Apache Spark in distributed systems?

3	 METHODOLOGY

3.1	 Instructional design methodology

We used an instructional design approach, called the ADDIE model, to address 
the first research question. The instructional design approach is a systematic pro-
cess for creating effective and efficient instructional materials and activities. When 
designing a course with expert opinion, the instructional design approach includes 
five steps: Analyze, Design, Develop, Implement, and Evaluate.

The analysis step involves gathering information about the target audience, 
their needs, and the instructional goals and objectives of the course [26]. This 
information is gathered through expert opinion and other research methods such 
as needs analysis and formative evaluations. In the next step, based on the informa-
tion gathered in the analysis step, instructional materials and activities are designed 
to meet the target audience’s needs and achieve the instructional goals and objec-
tives [27]. This step also involves identifying the specific content and skills that need 

https://online-journals.org/index.php/i-jep
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to be taught and developing a scope and sequence for the course. Then comes the 
development, which involves creating instructional materials and activities, such as 
lesson plans and assessments. During this step, expert opinion ensures that the mate-
rials align with best practices and evidence-based practices in the field [28]. Once the 
instructional materials and activities are developed, they need to be implemented by 
teachers, and expert opinion can be used to ensure the instruction is being imple-
mented as intended. The final step is evaluating the instruction materials, activi-
ties, and the course to measure whether the course met the instructional goals and 
objectives and how the students received it.

Since the last two steps are closely related to our second research question, we 
provide more details of the implementation and evaluation methods below.

3.2	 Summative evaluation and statistical analysis

To address our second research question, we utilized the summative evaluation 
method used to assess a course’s effectiveness after completion [29]. It involves mea-
suring the extent to which the course achieved its objectives and making necessary 
changes for future iterations. One of the most common ways to conduct summative 
evaluation is by using an experimental design consisting of a control group and an 
experimental group [30]. The experimental group consisted of 21 students exposed 
to the proposed novel approach, while the traditional teaching approach was used 
for the control group, which also consisted of 21 students. The average age of the 
students was 19–20 years old; the year of study was 3–4. The male-to-female ratios in 
the experimental and control groups were 16:5 and 15:6, respectively. To determine 
whether there was a significant difference between the mean performance of the 
two groups, we utilized a statistically independent sample t-test. Before conduct-
ing the t-test, an outlier analysis was performed using box plots. This helps identify 
values that deviate significantly from the rest of the data set, allowing for a more 
accurate and reliable data analysis. To ensure that the sample selected was repre-
sentative of the population and that the sampling process was done randomly, initial 
hypothesis testing was conducted on the students’ GPAs.

4	 RESULT

4.1	 Implementation-based classification of single machine tasks

In this section, we seek to answer whether a curriculum that effectively teaches 
MapReduce core concepts on Apache Spark to classify single-machine tasks in 
distributed systems can be developed.

The ADDIE methodology was employed over approximately eight weeks to 
address the shortcomings of the traditional Distributed Big Data Systems course. In 
the first phase, three experts with relevant expertise analyzed the course’s learning 
outcomes and found that they were not being met. In response, the experts proposed 
a new curriculum based on their expert opinions. The experts developed new course 
objectives incorporating active learning methods to establish new course objectives. 
Subsequently, the study’s first author designed the course content, materials, and 
possible activities.

https://online-journals.org/index.php/i-jep
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During the development phase, the experts held regular meetings for 
approximately five weeks to ensure that the quality of the course content and 
activities met their standards. The experts finalized the following course materials 
through analysis, design, and development.

Five classes were determined by comparing a single-machine solution and a 
distributed MapReduce solution. For example, problems such as pirate speech and 
log analysis (SQL injection) are simple to implement on MapReduce because the lines 
of data do not interact. Without interaction, only map steps can be realized without 
a reducer. The map will be implemented very similarly to a single machine solution, 
but only for one line, and will be repeated till the end of the data (see Figure 2). 
Sentiment analysis can also be performed without a reducer, but another solution 
was mentioned in this paper.

Fig. 2. Job process without reducer

Another type of problem involves counting (wordcount, GooglePlay frequency). 
Solutions are easy: the map splits data and sends it to reducer keys that need to 
be counted with value 1. These values will come to the reducer in combined form 
as a set of 1’s. The reducer works with one key and one set of values. In this case, 
it summarizes values and emits the key and its count (see Figure 3).

Fig. 3. MapReduce process: wordcount example

The trending wordcount problem shows the joining of data when the output of 
one or more MapReduce job can be an input of another MapReduce job (see Figure 4). 
Here also, users will understand how the environment performs the shuffle (sorting, 
combining).

https://online-journals.org/index.php/i-jep
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Fig. 4. MapReduce process: joining data

Problems might contain very few keys and need to find many min, max, and 
k-mean values. In these problems, keys are initially known. First, aps need to identify 
corresponding values. Then, the reducer receives a key with a set of values, performs 
actions with the set, and emits the key with the result (see Figure 5).

Fig. 5. MapReduce process: finding min/max example

Decision-tree and a priori algorithm problems are more challenging to implement, 
just as in single-machine solutions. Here the data lines interact, and keys and values 
change during the process. The MapReduce job repeats until the condition yields a 
“yes” output. (see Figure 6).

Fig. 6. MapReduce process, with condition

https://online-journals.org/index.php/i-jep
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The five problem classes discussed above and additional problem types are 
summarized in Table 1.

Table 1. Ten MapReduce problem types and their classifications*

# Title Type

1 WordCount [31]: the aim is to calculate the 
frequency of appearance of words in text

#2 (related to counting)

2 Pirate speech [32] aims to change the text’s style to 
a pirate’s speaking style. Ex.: change “ing” to “in’,” 
“the” to “da.”

#1 (lines of data do not interact with 
each other)

3 GooglePlay frequency: the aim is to find how 
many applications were created on GooglePlay 
each month

#2 (related to counting)

4 Log analysis [33]: the aim is to determine the SQL 
injection and DDOS attacks

#1 (lines of data do not interact with 
each other),
#2 (related to counting)

5 Finding min and max [31]: the aim is to find 
min and max

#3 (contains few known keys and many 
unknown values)

6 Trending WordCount [31]: the aim is to identify 
the frequency of word appearance by date and 
total in Twitter, expected output: word, date, 
sum_date, total_sum

#4 (needs to join data and use the 
output of one MapReduce job in another 
MapReduce job)

7 Sentiment analysis [34]: the aim is to identify if the 
sentence is positive, negative, or neutral.

#1 (lines of data do not interact with 
each other),
#2 (related to counting)

8 k-means clustering [35]: the aim is to find centroids 
of clusters

#3 (contains few known keys and many 
unknown values),
#5 (problem is related to the condition)

9 Decision tree [36]: the aim is to build a decision tree #5 (the problem is related to the condition)

10 A priori algorithm [37]: the aim is to calculate the 
frequency of a set with symptoms of diseases.

#5 (problem is related to the condition)

Note: *Pseudocodes can be provided upon request.

The new teaching methodology was implemented for approximately two 
weeks—significantly shorter than the traditional six-week approach. In the first 
class, the experimental group was introduced to the new approach and the materials. 
The extended version of the material discussed earlier was provided to students for 
self-study to help them better understand the MapReduce concept. A role-playing 
exercise was conducted in the subsequent class, with one student acting as the 
Hadoop environment. In contrast, others assumed roles such as mapper, reducer, 
and batches from a dataset. This exercise was intended to facilitate a deeper under-
standing of the course concepts among the students.

A problem-based active-learning strategy was implemented in the subse-
quent classes by providing various take-home tasks for students to complete. The 
students’ progress was closely monitored through various assessments, and regular 
feedback was provided to help them improve their performance. Throughout the 
course, experts regularly visited the classes and organized meetings to evaluate the 
effectiveness of the newly developed course.
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The abbreviated course duration limited students’ ability to grasp the material 
thoroughly. However, the problem-based approach and implemented active-learning 
strategies were intended to mitigate this potential limitation. Overall, the new 
methodology effectively facilitates a deeper understanding of the MapReduce pro-
gramming model among students. Further research could investigate the effective-
ness of the new approach over longer durations and in different contexts.

4.2	 Evaluation of the novel approach

In this section, we report the evaluation results of the proposed method. We carried 
out a hypothesis test to compare the mean GPA of the control group (mean = 2.73, 
SD = 0.56) with that of the experimental group (mean = 2.80, SD = 0.64). From the test 
results, we obtained a t-value of –0.37 and a p-value of 0.71, indicating insufficient 
evidence to reject the null hypothesis that the mean GPA of the two groups was equal. 
This shows that the two groups can safely be assumed to be randomly distributed.

We used an independent sample t-test to investigate if the students’ performance 
increases with the proposed novel approach compared with the traditional teaching 
method. Before applying the t-test, we checked for outliers using box plots, as shown 
in Figure 7.

Fig. 7. Box plot of MapReduce exam grades for control and experimental groups, respectively

From the box plots, we see that there are two outliers in the control group. 
Removing those two outliers, we are left with 19 students in the control group with 
a mean of 20.47 (SD = 12.25) and 21 students in the experimental group with a 
mean of 32.67 (SD = 25.12). An independent sample, a one-tailed t-test, was utilized 
to determine if there was a statistically significant difference in the experimental 
group’s mean compared with that of the control group. The analysis results revealed 
a t-value of –1.92 and a p-value of 0.0313. Since p < 0.05, we conclude that the 
experimental group significantly outperforms the control group.

Overall, the findings of this study suggest that the proposed novel teaching 
approach can improve student performance in MapReduce exams compared with 
traditional teaching methods. However, it should be noted that further studies with 
larger sample sizes are needed to confirm these findings.

https://online-journals.org/index.php/i-jep
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5	 DISCUSSION AND CONCLUSION

The primary objective of this study was to investigate novel methodologies for 
teaching the MapReduce programming model through task-based classification and 
to evaluate the effectiveness of the proposed model on student performance. To 
address this objective, the study aimed to answer two research questions.

The first research question aimed to identify and classify various problems that 
can be addressed using the MapReduce programming model. To accomplish this, 
an instructional design methodology was used in conjunction with expert opinion 
to categorize the tasks into five distinct problem categories: problems requiring 
no need for reducers, counting problems, problems with initially known keys, 
problems requiring the joining of data from separate outputs, and problems involv-
ing shuffling keys and values. These problem categories were presented in Table 1 
to help readers understand the characteristics of each category. As a result, users 
can classify their problems and find similar solutions from the appropriate category.

The second research question aimed to evaluate the effectiveness of the proposed 
model. A summative evaluation methodology was used to accomplish this, and the 
results were analyzed using a statistically independent sample t-test. The results of 
this study reveal that the proposed novel approach outperformed the traditional 
approach, with a statistically significant difference (p < 0.05) in student performance 
on the summative MapReduce examination.

In conclusion, the study aimed to investigate novel methodologies for teaching 
the MapReduce programming model and evaluate the proposed model’s effective-
ness on student performance. Through the identification and classification of var-
ious types of problems, the study has demonstrated the effectiveness of task-based 
classification in MapReduce learning and that the proposed novel approach was 
superior to the traditional approach regarding student performance. Additionally, 
readers will understand the MapReduce concept and how to solve big data problems 
without the need for extensive experience in writing MapReduce jobs. The study 
also highlighted that the set of problems that can be addressed using MapReduce 
is constantly expanding and not limited to the five categories presented in this 
paper. Therefore, in future work, the authors plan to continue to investigate new 
problem categories and expand the set of problems that can be addressed using the 
MapReduce programming model.

It is important to note that our study evaluated student performance only on a 
summative examination. Future research could explore the long-term retention of 
knowledge and skills learned through this approach. Additionally, while we aimed to 
balance theoretical explanations with hands-on exercises and real-world examples, 
some students may have struggled with the technical aspects of the course material. 
Further research could investigate ways to support students needing additional 
assistance in this area.

As a policy implementation, the proposed classification methodology can 
be implemented in educational settings and workplaces to aid in acquiring the 
knowledge and skills required to utilize distributed systems effectively.
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