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PAPER

How Generative AI Influences Students’  
Self-Regulated Learning and Critical Thinking  
Skills? A Systematic Review

ABSTRACT
Generative artificial intelligence (AI), particularly tools such as ChatGPT, is transforming 
education by enhancing self-regulated learning (SRL) and critical thinking skills, two essential 
competencies in the digital era. This study systematically analyzes the impact of generative 
AI on these skills using the PRISMA (Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses) framework to identify, evaluate, and synthesize relevant studies. Document 
searches were conducted in Scopus, Web of Science, and ScienceDirect, focusing on publica-
tions from 2022 to 2024, when ChatGPT was first widely adopted. Of the 3,214 documents 
identified, 557 met the initial screening criteria, and 38 studies were selected for detailed 
analysis. The findings reveal that 71.4% of studies reported AI’s positive role in SRL, mainly 
through personalized learning, metacognitive support, and adaptive feedback. Likewise, 
62.5% of studies reported its significant role in critical thinking, supporting the process of 
analysis, evaluation, and reflection. However, researchers cautioned against an overreliance 
on technology, which one said could take away some students’ ability to think for themselves. 
Such findings indicate that educational institutions need to change their ways and include 
generative AI in a model that focuses on areas that foster learner independence. This approach 
will assist teachers and decision-makers in harnessing the distinctive kitsch of AI technology 
by creating new learning spaces that are creative and future-oriented.
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1	 INTRODUCTION

The phenomenon of generative artificial intelligence (AI), as with ChatGPT, is 
transforming education by quickly making personalized and immersive learn-
ing experiences possible. Generative AI leverages large language models (LLMs) 
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to generate contextually relevant content, offering instant guidance, feedback, 
and assistance [1, 2, 3]. Since its public release in November 2022, ChatGPT has 
become a transformative tool in education, particularly in fostering essential 
skills such as self-regulated learning (SRL) [4, 5, 6, 7, 8] and critical thinking (CT) 
[9, 10, 11, 12, 13], both of which are essential in navigating the complexities of 
the digital era.

Self-regulated learning (SRL) refers to students’ ability to set goals and regulate 
their cognition, motivation, and behavior to achieve them [14, 15]. In today’s dig-
ital learning environment, students face an overwhelming influx of information, 
necessitating effective SRL to optimize technology use while maintaining focus on 
learning outcomes [16, 17]. Studies emphasize the contribution of generative AI to 
improving SRL by providing tailored feedback, supporting metacognitive processes, 
and facilitating interactive guidance, which empowers students to take greater 
control of their learning journeys [18, 19]. For instance, tools such as the Guidance-
based ChatGPT-assisted Learning Aid (GCLA) have been instrumental in promoting 
independence and reflective thinking, allowing students to reach their learning 
objectives with minimal dependence on external support [20].

Similarly, critical thinking competencies have gained significance in the digi-
tal world, where students are presented with information and must analyze 
and synthesize it [21, 22]. Furthermore, CT growth is facilitated by generative AI 
because the instrument offers feedback for reflection, urges students to consider 
different angles, and performs a comprehensive evaluation as a step towards deci-
sion-making [23, 24]. Generative AI, such as ChatGPT, provides opportunities for 
students to develop this skill, mainly by giving reflective feedback that requires 
students to consider multiple perspectives before concluding [25, 26]. Studies 
show that when combined with well-designed pedagogical approaches, ChatGPT 
significantly enhances students’ CT abilities, especially in problem-solving and 
decision-making [27].

Generative AI has many benefits, yet it poses significant challenges and worries. 
For instance, overdependence is a pertinent concern, whereby the over-reliance 
on ChatGPT-type tools would lessen the chances of students solving challenges 
independently, thus affecting their cognitive growth [28, 29, 30]. To address these 
concerns, researchers emphasize the need for structured integration of AI with a 
pedagogical framework, such as Hybrid Human-AI Regulation, which combines AI 
assistance with human oversight to maintain learner autonomy while leveraging 
technological benefits [31].

This systematic review aims to comprehensively analyze the impact of generative 
AI on SRL and CT skills. Unlike prior iterations, this evaluation digs deep regarding 
the behaviors to promote effective AI usage in education, bearing in mind practical 
evidence for teachers and policymakers. It aims to back the development of efficient 
and reasonable AI-based learning approaches that meet the requirements of the 
modern world.

2	 MATERIAL	AND	METHODS

This systematic review adopted the PRISMA (Preferred Reporting Items 
for Systematic Reviews and Meta-Analyses) framework to ensure a structured, 
transparent, and replicable approach. PRISMA was chosen for its ability to guide 
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systematic reviews by facilitating comprehensive identification, evaluation, 
and synthesis of relevant research. This framework enhances the thoroughness 
and standardization of the review process, thereby increasing its validity and 
reliability.

The literature search was conducted in three major academic databases: 
Scopus, Web of Science, and ScienceDirect. The databases were chosen for their 
extensive scope and established reputation in educational research. To ensure 
the relevance of the retrieved documents, targeted keywords, including “genera-
tive AI,” “ChatGPT,” “self-regulated learning,” “critical thinking,” and “education,” 
were applied. Boolean operators (e.g., AND, OR) were used to refine the search, for 
instance, “ChatGPT AND critical thinking” or “AI AND self-regulated learning.” This 
strategy ensured that only documents directly addressing the research topic were 
included. Detailed search terms and keyword combinations for each database are 
summarized in Table 1.

Table 1. Database and keyword identification

Database Keyword Identification Total Documents

Scopus AI AND Self-Regulated Learning AND Education 128

AI AND Critical Thinking AND Education 477

Web of Science AI AND Self-Regulated Learning AND Education 87

AI AND Critical Thinking AND Education 246

Scient Direct AI AND Self-Regulated Learning AND Education 767

AI AND Critical Thinking AND Education 1509

Total 3214

The review targeted publications from 2022 to 2024, deliberately selected to 
ensure relevance and timeliness as ChatGPT began gaining broad adoption in 2022. 
To maintain the integrity of the analysis, well-defined inclusion and exclusion crite-
ria were implemented (refer to Table 2). To qualify for inclusion, documents had to 
be peer-reviewed, written in English, and directly addressed the impact of genera-
tive AI on SRL or CT. Studies that failed to meet these criteria, such as those without 
empirical evidence or those centered on unrelated AI applications, were excluded. 
This rigorous selection process ensured that the review’s conclusions were based on 
reliable and relevant research.

Table 2. Inclusion and exclusion criteria

Inclusion Criteria Exclusion Criteria

Documents published between 2022 and 2024 Documents published before 2022

The document was original research. Conference proceedings, Systematic 
review documents

Peer-reviewed document written in English Documents that are not Peer-Reviewed

The document included AI and Self-Regulated Learning 
or Critical Thinking.

Documents published not in English

The research was conducted in an educational setting Studies that do not focus on education
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The selection process followed four key stages. First, 3,214 documents were 
retrieved from the databases during the identification stage. After removing dupli-
cates and filtering out publications before 2022, 557 papers remained. In the screen-
ing stage, titles and abstracts were examined to determine their relevance, resulting 
in 119 documents advancing to the eligibility stage. At this stage, full texts were 
thoroughly evaluated against the inclusion criteria. Ultimately, 38 papers met all 
requirements and were included in the final analysis (see Figure 1).

Fig. 1. PRISMA flow diagram

The selected documents were further categorized into two primary themes: SRL 
and CT. This categorization made it possible to systematically investigate the role of 
generative AI in these essential educational skills. Document distribution within the 
decided themes is presented in Table 3. Using the PRISMA framework, this review 
guarantees an open and consistent approach to selection, providing a robust basis 
for assessing the impact of generative AI on SRL and CT. This methodological rigor 
strengthens the reliability of findings and contributes to advancing research in 
educational technology.

https://online-journals.org/index.php/i-jep
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Table 3. Classification of documents

Topic Documents Reference Total Document

AI – Self-Regulated 
Learning (SLR)

[6], [7], [14], [16], [17], [18], [19], [20], [32], [33], [34], [35], 
[36], [37]

14

AI – Critical Thinking [1], [2], [9], [12], [13], [20], [23], [24], [25], [26], [27], [28], 
[29], [35], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47]

24

3	 RESULTS

The review of the 38 relevant papers demonstrates an upsurge in research activ-
ity concerning generative AI in education. Such a tendency for publication adheres 
to the exponential increase. According to Figure 2, 2024 was dominated by a preci-
sion increase in publications, reaching 78.95% of total studies. It can be noted that 
this increase comes when ChatGPT and its related technologies are quickly adopted, 
and therefore, academic evidence about their place in learning is increasing. In 
contrast, 2022 gave only 2.63% of publications, with one contribution applying 
to SRL. In 2023, publications grew to 18.42%, dealing with SRL studies (3) and CT 
studies (4). This pattern accentuates the growing belief in generative AI’s ability to 
solve educational problems.

Fig. 2. Number of publications in 2022, 2023, and 2024

The spatial distribution of publications in Figure 3 shows that 25 countries are 
part of this research work. East Asia dominates with 34.2% of the studies, led by 
Hong Kong (15.8%), Taiwan, and China (7.9% each). Other significant contribu-
tors include Malaysia, Korea, Indonesia, and the USA (5.3% each). Additionally, 
countries from diverse regions, including Europe, Africa, and the Americas, 
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contributed 2.6% each. This wide geographical distribution indicates that generative 
AI research is a global concern, with East Asia emerging as a leading hub, likely due 
to its emphasis on technological and educational innovation.

Fig. 3. Number of publications by country

Fig. 4. Number of publications based on journal

Publication platforms also show diversity, as presented in Figure 4. Thinking 
Skills and Creativity leads 13.2% of publications, followed by the International Journal 
of Educational Technology (10.5%), Computers and Education, and Studies in Higher 
Education (7.9% each). Journals such as Sustainability and the British Journal of 
Education contributed 5.3%, while 17 other journals published one study each (2.6%). 
This distribution reflects the interdisciplinary nature of generative AI research, 
spanning education, technology, creativity, and learning innovation.

https://online-journals.org/index.php/i-jep
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The research methodologies employed are depicted in Figure 5. Quantitative 
studies dominate 57.89% of publications, particularly in CT research (14 studies) 
compared to SRL (8 studies). Qualitative methods account for 15.79%, with slightly 
more focus on CT (4 studies) than SRL (2 studies). Mixed methods were used in 
18.42% of studies, evenly distributed between CT (5) and SRL (2). Additionally, 7.89% 
of studies employed research and development (R&D) methods, highlighting the 
practical application of generative AI tools in educational settings.

Figure 6 illustrates the scientific fields of the publications. Language studies and 
education dominate, contributing 28.95% and 26.32%, respectively, while 26.32% of 
publications are “unknown,” suggesting interdisciplinary research or classification 
limitations. Science accounts for 13.16% of the studies, with minor contributions 
from Information Systems and Business (2.63% each). These results indicate that 
generative AI research strongly emphasizes language and education, reflecting its 
practical applications in these fields.

Fig. 5. Number of publications based on method

Fig. 6.  Number of publications by field of study
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The impact of generative AI on SRL and CT is summarized in Tables 4 and 5. Most 
studies (71.4%) reported a positive effect of AI on SRL, mainly through personal-
ized learning, motivational support, and regulation of learning processes. However, 
28.6% of studies noted a neutral influence, often dependent on socio-cognitive fac-
tors and the regulatory framework employed. Similarly, 62.5% of studies found 
a positive effect on CT, particularly in fostering reflective feedback, collaborative 
learning, and analytical skills. About 33.3% of studies reported a neutral impact 
influenced by context and methodology, while 4.2% noted a negative impact due to 
dependency risks.

Table 4. Influence of AI on self-regulated learning

Influence Documents Reference Summary of Key Findings Total

Positive Influence [5], [6], [16], [18], [32] Generative AI supports SRL through 
personalization of learning, metacognitive 
support, and increased motivation for student 
self-learning.

71.4%[17], [19], [34], [36] ChatGPT enhances SRL by meeting learning 
needs, precision support, and high acceptance 
from users.

[14], [20] Generative AI, guided by the pedagogical 
framework, showed positive results on SRL 
and self-regulation of learning.

Neutral Influence [7], [33], [35] The impact of AI on SRL varies and is influenced 
by socio-cognitive dynamics and the need for 
guidance in its use.

28.6%

Table 5. Influence of AI on critical thinking

Influence Documents Reference Summary of Key Findings Total

Positive Influence [2], [13], [27], [44] Generative AI improves critical thinking skills 
by providing relevant reflective feedback.

62.5%

[12], [20], [25], [45] Generative AI supports critical thinking skills 
in collaborative learning and through peer 
feedback assessment.

[9], [23], [24], [40] Generative AI improves complex critical 
thinking skills, especially in problem-solving 
and analysis.

Neutral Influence [1], [38], [43], [46], [48] The influence of AI on critical thinking skills 
is neutral, depending on the context and 
method of use.

33.3%
[29], [33], [35] AI supports independent reflection and 

competence, but its impact on critical thinking 
varies depending on the learning dynamic.

Negative Influence [28] It discovered that AI dependency reduces 
students’ initiative to think critically and 
independently.

4.2%

These findings highlight the global and interdisciplinary interest in generative 
AI for education. While its potential to enhance SRL and CT is evident, challenges 
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such as over-reliance and contextual variability underscore the need for thoughtful 
integration into pedagogical frameworks.

4	 DISCUSSION

This systematic review emphasizes that generative AI, especially ChatGPT, 
already significantly impacts SRL and CT within an educational frame. Generative 
AI increasingly appears as the tool that could foster main learning competencies 
through adaptive feedback, metacognitive guidance, and reflective activity [18]. 
With some conditions, challenges, and opportunities opening up due to this new 
technology, working out effective strategies for integrating it into education is a 
complex approach [31, 49, 50, 51].

Generative AI has shown significant promise in supporting SRL by equipping 
students with resources and strategies to manage their learning processes effec-
tively. SRL involves goal-setting, progress monitoring, and behavior regulation and 
is vital in navigating modern educational environments with vast and diverse infor-
mation resources [52]. Tools such as ChatGPT empower students to address spe-
cific learning challenges, such as time management or comprehension difficulties, 
by providing tailored feedback and adaptive learning strategies [18, 32, 34, 37]. 
The personalization offered by ChatGPT enhances student motivation, a critical 
component of SRL [53]. Research shows timely and relevant feedback boosts stu-
dents’ confidence and engagement, encouraging sustained effort and fostering 
autonomy [7, 17, 19, 33]. This immediacy of response addresses immediate learning 
needs and cultivates long-term self-regulation.

However, generative AI’s impact on SRL varies based on cultural and contextual 
factors. In collaborative cultures, AI tools may need to support teamwork and collec-
tive problem-solving rather than individual-focused assistance [35, 36]. Moreover, 
disparities in digital literacy and access to technology can limit the equitable 
application of generative AI. Policies promoting digital literacy and equitable access 
are critical to addressing these disparities and ensuring all students benefit from the 
technology.

Critical thinking, an essential competency for navigating complex information, 
is significantly enhanced by AI. ChatGPT contributes to CT development by pro-
viding reflective feedback, encouraging students to evaluate their reasoning, con-
sider alternative perspectives, and engage in deeper analytical thinking [12, 23, 45]. 
For example, its ability to simulate scenarios and pose follow-up questions fosters 
habits of critical inquiry [2, 27]. Generative AI facilitates higher-order thinking by 
supporting students in complex cognitive tasks such as argument evaluation and 
problem-solving [9, 54, 55]. Studies highlight ChatGPT’s role as a cognitive partner, 
enabling students to integrate interdisciplinary knowledge and address practical 
challenges in project-based learning environments [23, 24, 26, 40]. ChatGPT supports 
analytical skills by enabling students to dissect multifaceted issues and synthesize 
solutions.

Despite these advantages, reliance on generative AI without meaningful reflection 
can limit its impact [56]. Students who use AI passively risk missing opportunities to 
develop robust CT skills. Additionally, excessive dependence on AI for quick answers 
can hinder independent problem-solving [28]. These findings emphasize the need 
for structured guidance to ensure that generative AI complements, rather than 
replaces, CT development.
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Integrating generative AI into education requires structured frameworks that 
balance technological innovation with human oversight. The Hybrid Human-AI 
Regulation (HHAIR) framework offers a promising approach by combining AI’s 
adaptability with educators’ contextual expertise. This model ensures that students 
retain autonomy while benefiting from AI-driven personalization [14, 16, 57]. For 
example, AI can facilitate metacognitive development by prompting students to 
reflect on their learning progress while educators provide the contextual guidance 
needed to address individual challenges. This synergy enhances immediate learning 
outcomes and cultivates long-term SRL and CT skills. HHAIR supports immediate 
learning needs and fosters skills like metacognition and reflection. This framework 
enables a collaborative dynamic where human and AI interactions complement 
each other by prompting students to evaluate their progress and adapt strategies 
accordingly. Such integration minimizes risks such as dependency while maximiz-
ing generative AI’s transformative potential.

While the potential of generative AI in education is immense, challenges such as 
dependency, digital inequities, and ethical concerns must be addressed. Policymakers 
must prioritize training initiatives for educators and students to ensure the effec-
tive use of AI tools. Furthermore, collaboration between technology developers and 
educators is essential to designing AI systems that align with diverse learning needs.

Future research should explore the long-term impact of generative AI on SRL and 
CT across varied educational settings. Investigating how AI can be adapted for different 
age groups, cultural contexts, and disciplines will provide valuable insights for scaling 
its implementation. Furthermore, ethical considerations, including data privacy and 
bias mitigation, must be prioritized as AI continues to shape the future of education.

5	 CONCLUSION

This review aims to demonstrate the radical change that generative AI, especially 
ChatGPT, can bring to redefine the dimension of education in the digital world. 
Generative AI introduces two indispensable skills in today’s education: improving 
SRL and CT. Students can take charge of their learning processes independently, 
enhancing their self-regulation and self-management through generative AI that 
provides personalized learning, informative feedback, and metacognitive guidance. 
Furthermore, generative AI shares the merits of promoting reflective, analytic, and 
evaluative practices, which are fundamental in nurturing critical thinking during 
this era, which is characterized by high levels of modern, sophisticated, but complex 
information. Generative AI can have enormous advantages, but this review stresses 
the need to resolve the issues that come with it. One such concern is the chances of 
AI being overused, which may inhibit independent or critical thinking among the 
students. It is a risk highlighting the importance of integrating AI in education with 
extreme caution. The HHAIR framework supports a robust pedagogical framework 
and suggests synergies of AI and human interactions to achieve desired learning 
outcomes. This way helps students control their learning while AI provides faster 
and more appropriate solutions to set goals, creating efficiency.

Educators and policymakers must develop strategies to promote generative AI’s 
judicious use to maximize its benefits. This includes training educators to effectively 
integrate AI into teaching practices and ensuring equitable access to AI technologies 
across diverse cultural and socio-economic contexts. Policies supporting digital lit-
eracy and ethical AI implementation will be critical to mitigating potential risks and 
maximizing the inclusivity and adaptability of AI-driven education systems. This 
study has also revealed some areas for future work. Research should investigate 
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the longitudinal effects of generative AI on SRL and CT, as well as across life stages, 
educational contexts, and cultural contexts. Research on the moral aspects of AI 
implementation in education (e.g., bias, data privacy, and algorithmic transparency) 
will be significant as technology advances. Research should also explore how gener-
ative AI can be integrated into the broader curriculum to enable collaboration and 
innovation between fields.

In conclusion, generative AI can change education forever by providing a more 
inclusive, adaptive, and future-ready learning atmosphere. When implemented 
thoughtfully, it can enhance the learning experience, support students, and pre-
pare them with the necessary skills to face challenges in the modern world. Thus, 
generative AI is a tool and a catalyst for the latter global education revolution.
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