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Abstract—The Fourth Industrial Revolution started in the year 2011 with 

the aim to improve productivity similar with that of the previous three industry 

revolutions that occurred 200 years ago. The revolutions were promoted and 

implemented to improve the efficiency and speed of productivity. However, In-

dustry 4.0 is likely a supplementation of the existing approach, with the purpose 

to centralize the processes and factories together to be controlled by a central 

console. The goal is to procure productivity and manufacturing data to enable 

data analysis so that the industry’s performance affected by big data variables, 

namely, velocity, veracity, variety, value, and visibility are monitored and recti-

fied for continued productivity. This research initiates the development of a 

theory of Industry 4.0 ROI Relativity from the economic theory of firms, incor-

porating the pick-and-place test equipment and Industry 4.0 variables. A case 

study through the experimental research approach (ERA) was conducted by 

measuring the effects of velocity and veracity accuracy on the good-unit per 

hour (UPH), profit, and return on investment (ROI) of the pick-and-place test 

equipment and Industry 4.0. Then, the data were analyzed with Pearson correla-

tion coefficient to determine inter-correlations among the velocity and veracity 

accuracy with the UPH, profit, and ROI. This research concluded that a signifi-

cant average and negative correlation exists among velocity, UPH, profit, and 

ROI. Furthermore, the inter-correlation analysis results show a significant aver-

age and positive correlation among veracity accuracy percentage, UPH, profit, 

and ROI. 

Keywords—Cost of Test; Testing economic model; Multi-site testing; Industry 

4.0; Return on Investment Model; Big Data analysis. 

1 Introduction 

Industrial revolutions have begun approximately 200 years ago in Great Britain, 

with the goal to improve productivity. Before the revolutions, manufacturing process-

es were 100% manually produced by human labor. The first industrial revolution was 

implemented by replacing human labor with mechanical looms driven by steam in the 

year 1780 [8] and it was labeled as the “First Industrial Revolution” [1]. The first 
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industrial revolution quickly increased productivity because the speed of manufactur-

ing increased through the mechanical looms driven by steam and water machine when 

compared with human labor. Hence, the Industrial output increased by an annual 

average of 2.46% between the years 1780 and 1880 [6], as shown in Figure 1 below. 

When the Second Industrial Revolution began nearly 100 years later, adopting the 

concept of division of labor, different processes were lined up in one manufacturing 

linear-line from station to station until it produced the final goods. The Second Indus-

trial Revolution had enhanced the division of labor which emerged from the classical 

theory, the latter with the aim of saving time that was often lost when work passed 

from one person to another [25]. In the technology era, division of labor can be identi-

fied as the division of processes or machines. This process can be conducted by link-

ing all processes with a conveyor powered by electricity, substantially reducing sta-

tion-to-station transfer times. With this invention, the industry output growth peaked 

at an average of 7.24% per year. Then the Industrial Revolution 3.0 that followed 

produced a significant growth in industry output at an annual average of 51.83%. This 

growth was attributed to the automated manufacturing line employing technology 

digitization in the industry through the implementation of computer approach and 

robotic automation.  

 

Fig. 1. Industry Output Growth Percentage Relative to Industry Revolutions 

The history of industrial revolutions proved that industry output growth has been 

consistently generated by the implementation of new approaches, as shown in Figure 

1 above. However, Industry 4.0 is very different than its predecessors. Three revolu-

tions were invented and implemented to improve efficiency and speed of productivity. 

Industry 4.0 is likely a supplementation of the existing approach, with its aim to cen-

tralize processes and factories together, controlled by a central console to obtain 

productivity and manufacturing data which are subsequently analyzed to determine 

required actions that will improve processes and reduce errors caused by inefficiency 
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in data collection, communication, and data analysis. In this way, productivity can be 

improved to further enhance profit. The power of 1% is able to improve the produc-

tion output and ultimately appreciate profit [11]. For example, in the aviation industry, 

fuel savings of 1% per annum is equal to savings of 30 billion dollars. In short, the 

Industry 4.0 revolution plays the supporting role of assisting existing technologies and 

processes to improve their efficiency. However, it cannot work by itself.  

The basic concept of Industry 4.0 is to connect the entire manufacturing equipment 

and processes with the central console unit to enable machine-to-machine communi-

cation through the central console unit. In addition, manufacturing data are retrieved 

from physical machines through feedback devices such as sensors and vision-

inspection systems. Then, the data are managed and stored in cloud technologies such 

as Hadoop, an open source cloud-based distributed data storage system. The data will 

then undergo analysis via technologies, and decisions will be made through artificial 

intelligence (AI) and machine learning (ML) capabilities to improve productivity, 

reduce rejection rate, and increase utilization percentage by reducing unnecessary or 

unplanned downtime. This approach is called ‘cyber-physical system’. The entire 

concept will only work if big data analysis is enabled. In other words, big data analy-

sis is the brain of Industry 4.0, whereas the Internet of Things, such as server and data 

processing devices, are the heart of Industry 4.0.  

The implementation of big data in Industry 4.0 is determined by five variables 

(Vs), namely, velocity as the server communication and processing speed, veracity as 

the trustworthiness of the data, variety as the different types of data reflecting the 

system’s capability to process, value as the data type to provide the most important 

information for certain processes, and visibility of data that enables end users to easily 

understand information. 

2 Problem Statement 

All industry revolutions aimed to improve productivities. Industry 4.0 is no excep-

tion but it is different in its purpose, aim and approach to achieve improved productiv-

ity. The latter is achievable when the centralized-connectivity control-console revolu-

tionizes the processes of target manufacturing productivity. However, the question 

remains if this implementation genuinely will benefit the industry or not? Big data are 

the brain of Industry 4.0, but such volumes exceed the capacity of the current on-line 

storage and processing system and thus cause uncertainty [14]. Moreover, the five Vs 

are the determinants of Industry 4.0 to improve productivity and hence increase profit 

as the ultimate goal. Therefore, investigating the five Vs is important to verify if In-

dustry 4.0 is the solution to manufacturing issues in the future since its introduction in 

2011. Most of the styles are intuitive. However, we invite you to read carefully the 

brief description below. 

The five big data Vs are variables that directly contribute to the Industry 4.0 revo-

lution. Many researchers have put all of them side by side. Nonetheless, the authors 

have categorized them into two categories, namely, primary and secondary variables, 

suggesting that the latter, namely, value, visibility, and variety, are the contributors to 
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velocity and veracity; and the former includes the following: (1) Data velocity 

measures the speed of data creation, streaming, and aggregation [14] and it might 

affect the manufacturing processing time. The communication times must be close to 

zero to ensure that it will not slow down the existing manufacturing processing time 

[11]. This possible scenario is due to the fact that velocity may affect productivity 

positively and negatively [12]. Figure 2 shows the different types of servers producing 

different communication speeds. Basically, two types of database servers exist, name-

ly, SQL and NoSQL, which produce different velocities. SQL is a conventional data-

base developed and owned by Microsoft, which adopts the relational model. By con-

trast, non-relational databases, commonly known as NoSQL database, were developed 

to improve processing and communication velocity [21]. (2) Variety is a truthful and 

credible presentation of data, where the data by default can be unreliable and down-

right false [11]. The tradeoff in big data set is determined by the quality of infor-

mation and cost. IBM estimates that poor data quality costs US consumers by approx-

imately USD 3.1 trillion per year [23]. This finding is an important limitation of the 

current big data research and practice because without identifying big data veracity, 

big data-driven discoveries are questionable. Furthermore, the uncertainty in big data 

veracity was predicted to rapidly increase each year, which comes from multiple 

sources such as data inconsistency and incompleteness, ambiguities, latency, decep-

tion, and model approximations [23]. Big data have no value unless they can be effec-

tively and properly utilized, depending on recognizing and accounting for its infor-

mation quality [14]. 

 

Fig. 2. Database Bucket Instantiating Time (TIDB) 

The secondary variables are those that affect the primary variables, namely, (a) da-

ta variety, which measures the richness of data representation, such as texts, images 

videos, and audios [14]; (b) data value, which measures the details and importance of 
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the data contributing to the particular cases for the betterment of the business value 

[11]; and (3) data visibility, or data complexity, which measures the degree of inter-

connectedness and interdependence in big data structures [14]. 

With the aim to improve productivity, and when productivity improves with Indus-

try 4.0, the average cost decreases which, in turn, will then contribute to increasing 

profit margin. By contrast, if the improvement of productivity does not exceed the 

capital investment expectation, then the cost of production will be negatively affected 

[28]. Therefore, this research takes the initiative to fill in the gap by developing the 

ROI cost model to measure the ROI of Industry 4.0 premised on the five Vs. This will 

provide a new understanding on the potential contributions of Industry 4.0 to produc-

tivity improvement which will surely affect the cost and profit in the consolidated 

manufacturing processes, the results of which will determine if it indeed an industry 

revolution has materialized. Hence, this research focuses on semiconductor multi-site 

test equipment to prove the impending revolutionary change. 

3 Development of Theory of Industry 4.0 ROI Relativity for the 

Semiconductor Multi-sites Test Equipment 

The model of Industry 4.0 ROI relativity (TI.4ROIR) is the result of the author’s 

previous research on the ROI of multi-site testing in the semiconductor industry. Pre-

vious models, such as the cost of test profit margin model (COTPM) and ROI test 

technology model (ROITM), have adopted firm average cost, profit, and return on 

investment (ROI) theories. The present research further aims to improve the model by 

integrating the Industry 4.0 variables, as shown in Figure 3. The secondary variables, 

namely, variety, value, and visibility, affect veracity, whereas visibility and variety 

affect velocity. Veracity is a variable that provides information for AI and ML in 

Industry 4.0. Here, data veracity affects manufacturing and processing time, and AI 

determines which test parameters are constantly stable and which can be disabled for 

the next device testing until it becomes a consecutive failure. Then, the process will 

resume to those particular parameters. In this case, the testing time can be significant-

ly reduced. However, if the decision from the AI is inaccurate, then the reject yield 

will increase. Furthermore, the control of the test manufacturing environment will 

prevent rejects caused by the electrostatic discharge (ESD) because semiconductors 

are sensitive to ESD. Unplanned equipment downtime can be significantly reduced 

from the prediction of big data equipment lifespan and wear-and-tear control. Howev-

er, it will only be achievable if veracity is accurately predicted. AI and ML will not 

function without feedback from the testing variables, namely, manufacturing pro-

cessing time, equipment downtime, good-unit yield, and environment control. Again, 

big data veracity must be accurate. As shown in Figure 3, this process must be a two-

way communication between Industry 4.0 and the automated manufacturing line to 

enable AL and ML.  
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Fig. 3. Model of Industry 4.0 ROI relativity 

By contrast, velocity affects productivity, as indicated in the previous section. 

Communication time must be close to zero to ensure that it will not slow down the 

existing manufacturing processing time [11]. In other words, big data velocity will be 

an additional processing time on top of the existing processing time. This method will 

slow down the total manufacturing processing time than the one that does not imple-

ment Industry 4.0.  

Good-unit yield and productivity will directly affect production output. According 

to firm average cost theory, if the production output decreases, then the cost per unit 

will increase. The latter affects profit margin which is the main variable contributing 

to ROI. Thus, we have developed the model of TI.4ROIR by integrating the COTPM 

and ROITM with the five big data Vs. 

𝑷𝒓𝒐𝒇𝒊𝒕 = (𝐷𝑒𝑚𝑎𝑛𝑑 𝑋 𝑆𝑒𝑙𝑙𝑖𝑛𝑔 𝑃𝑟𝑖𝑐𝑒) − (
(

𝐷𝑒𝑝+𝐷𝐿+𝑂𝐻+𝐶𝑃𝐾𝐺
729.6
𝐴𝑈%𝑂

)𝑋 𝑁𝑂𝑇𝐸

𝑇𝑜𝑡𝑎𝑙 𝐺𝑜𝑜𝑑 𝑑𝑒𝑣𝑖𝑐𝑒

𝑇𝑜𝑡𝑎𝑙 𝐼𝑛𝑐𝑜𝑚𝑖𝑛𝑔 𝐷𝑒𝑣𝑖𝑐𝑒
 𝑋100%

) (1) 
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Equation 1 is the cost of test profit margin model developed from the profit theory 

[16], where the profit is equal to the total revenue minus the total cost. The variables 

shown in Equation 1 are explained as follows: 

• Demand is the total unit per hour (UPH), as shown in Equation  

• Selling price is the average selling price of a semiconductor chip  

• Dep is the depreciation cost per month of the test equipment 

• DL is the direct labor cost per month 

• OH is the overhead cost per month 

• CPKg is the bad-unit cost 

• N is the number of test sites 

• t is the test time 

• i is the indexing time 

• 729.6 is the number of hours per month 

• NOTE is the number of test-equipment setups required for a particular production 

output 

• Actual utilization percentage (AU%O) can be calculated by dividing the utilization 

percentage per output (U%O) by the number of test-equipment setups necessary to 

produce the required test output 

𝑫𝒆𝒎𝒂𝒏𝒅 = 𝑼𝒏𝒊𝒕 𝒑𝒆𝒓 𝒉𝒐𝒖𝒓 = (
3600 𝑋 𝑁

(1−𝑀𝑆𝐸)𝑋(𝑁−1)𝑋(𝑡1+𝑖1)+(𝑡1+𝑖1)
)𝑋 (

𝑇𝐺𝐷

𝑇𝐼𝐷
𝑋100%) (2) 

where 

• 3,600 is the number of seconds in an hour 

• N is the number of test sites 

• MSE is the multi-site efficiency 

• i1 is the single-site indexing time 

• t1 is the single-site test time 

• TGD is the total good devices 

• TID is the total incoming devices 

Equation 2 needs to further improve the inclusion of the Industry 4.0 variables. 

With reference to Figure 3, aside from the indexing time and testing time, big data 

velocity time must also be considered. Furthermore, as shown in Figure 3, testing 

yield is affected by environment control, AI, error of the testing yield, and environ-

ment control, which can be eliminated if the prediction of veracity is accurate. Finally, 

the test time will be decreased by the AI control to disable some of the test parameters 

when they are discovered as stable or “reduce pin count test,” to improve testing 

throughput [27]. Therefore, Equation 3 was developed to incorporate the two Industry 

4.0 variables, namely, velocity and veracity, and replace the MSE with the AICMSE: 

𝑮𝒐𝒐𝒅 𝒖𝒏𝒊𝒕 𝒑𝒆𝒓𝒉𝒐𝒖𝒓 𝑰. 𝟒 = (
3600𝑋𝑁

((1−𝐴𝐼𝐶𝑀𝑆𝐸)𝑋(𝑁−1)𝑋(𝑡1+𝑖1)+(𝑡1+𝑖1)+𝐼.4𝑉𝑡)
)𝑋 𝐴𝐼𝑌% (3) 

where 
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• I.4Vt is the velocity time, as shown in Equation 4 

• AIY% is the AI yield, as shown in Equation 5 

• AICMSE is the AI-corrected multi-site efficiency, as shown in Equation 6 

 𝑰. 𝟒𝑽𝒕 =

(𝑇𝑖𝑚𝑒 𝑓𝑜𝑟 𝐼𝑛𝑠𝑡𝑎𝑛𝑡𝑖𝑎𝑡𝑖𝑛𝑔 𝐷𝑎𝑡𝑎𝑏𝑎𝑠𝑒 𝑏𝑢𝑐𝑘𝑒𝑡 𝑋 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) 𝑋2 (4) 

As shown in Equation 4, I.4Vt is equal to the database bucket instantiating time 

(TIDB) multiplied by the number of test parameter (NOTP), where the NOTP is the 

number of parameters verified by the semiconductor tester on a semiconductor chip. 

Furthermore, the sum of the velocity time must be multiplied by two because, as 

shown in Figure 4, two-way communication exists. Other data storing methods are 

also available, such as flat files, ISAM, head files, and B+ trees. This study focuses on 

the hash bucket method.  

𝑨𝑰𝒀% = ((100% − (𝐴𝑌% − 𝐸𝐶𝑅%)) 𝑋 𝑉𝑅𝐴%) + (𝐴𝑌%− 𝐸𝐶𝑅%)) (5) 

As shown in Figure 3, the testing yield is affected by environment control (ECR%) 

and veracity accuracy (ARA%). Therefore, as shown in Equation 5, AIY% is mean 

AI-corrected yield percentage, which is equal to 100% (total incoming devices) minus 

the actual test yield percentage (AY%) deducted in the environment control error %, 

which causes rejection owing to ESD. Then, the difference is multiplied by the veraci-

ty accuracy percentage (VRA%). The first portion of the equation calculates how 

much yield improvement will be contributed via the AI, which is affected by the data 

veracity accuracy. Furthermore, the value obtained from the first portion will then be 

added into the second portion, which is the actual test yield percentage (AY%) de-

ducted in the rejection caused by the environment control (ECR%).  

 𝑴𝑺𝑬 = 1 − [
(𝑡𝑚𝑠+𝑖𝑚𝑠)−(𝑡1+𝑖1)

(𝑁−1)𝑥(𝑡1+𝑖1)
] x 100 (6) 

As shown in Equation 6, the multi-site efficiency equation cited from [16] and de-

veloped from [15] is the MSE equation, where tms and ims are the test time and in-

dexing time for multi-sites, respectively; t1 and i1 are the test time and indexing time 

for single site testing, respectively; and N is the number of test sites. To calculate the 

MSE, which included the AI-corrected multi-site test time and depended on the 

VRA%, tms needs to be further computed, as shown in Equation 7.  

 𝑨𝑰𝑪𝒕𝒎𝒔 = [𝑇𝑇𝑃 − (𝑇𝑇𝑃 𝑥 𝑉𝑅𝐴%)] 𝑥 (
𝐴𝑇𝑇

𝑇𝑇𝑃
) (7) 

As shown in Equation 7, AICtms is equal to the total test parameter (TTP) minus 

TTP and multiplied by the veracity accuracy percentage (VRA%). If VRA% is equal 

to zero, then the entire TTP will be tested. If the VRA% increases, then the TTP will 

decrease, which is also known as reduce pin count test. The higher the VRA%, the 

lesser the test parameter will be tested. It will then be multiplied by the actual test 

time (ATT) deducted by TTP to obtain the average test time per test parameter.  

30 http://www.i-jes.org



Paper—A Case Study of Return On Investment for Multi-sites Test Handler in The Semiconductor … 

The computation of AICMSE is shown in Equation 8, which replaces tms with 

AICtms.  

 𝑨𝑰𝑴𝑺𝑬 = 1 − [
(𝐴𝐼𝐶𝑡𝑚𝑠+𝑖𝑚𝑠)−(𝑡1+𝑖1)

(𝑁−1)𝑥(𝑡1+𝑖1)
] (8) 

Another variable shown in Figure 3 is equipment utilization. Through the AI con-

trol, unplanned downtime shall be reduced but still depends on the data veracity accu-

racy (VRA%). Therefore, as shown in Equation 9, I.4AU%O is derived.  

 𝑰. 𝟒𝑨𝑼%𝑶 = 𝐴𝑈%𝑂 − [𝐴𝑈%𝑂 − (𝐴𝑈%𝑂 𝑋 𝑉𝑅𝐴%)] (9) 

As shown in Equation 9, the equipment downtime computation is derived by 

AU%O minus AU%O multiplied by VRA%. If VRA% is equal to 100%, then equip-

ment downtime will be equal to zero. However, if VRA% decreases, then equipment 

downtime will increase.  

The final profit equation, which incorporated the Industry 4.0 aspects, can be de-

rived as shown in Equation 10: (a) the demand replaced by the good UPH 1.4 as 

shown in Equation 3, (b) the testing yield replaced by the AIY% as shown in Equation 

5, (c) AU%O replaced by I.4AU%O as shown in Equation 9, and (d) Industry 4.0 cost 

(I.4$) added into the part of the total cost on top of Dep, DL, OH, and CPKG costs.  

𝑷𝒓𝒐𝒇𝒊𝒕 = (𝐺𝑜𝑜𝑑 𝑢𝑛𝑖𝑡 𝑝𝑒𝑟ℎ𝑜𝑢𝑟 𝐼. 4 𝑋 𝑆𝑒𝑙𝑙𝑖𝑛𝑔 𝑃𝑟𝑖𝑐𝑒) − (
(

𝐷𝑒𝑝+𝐷𝐿+𝑂𝐻+𝐶𝑃𝐾𝐺+𝐼.4$
729.6

𝐼.4𝐴𝑈%𝑂
)𝑋 𝑁𝑂𝑇𝐸

𝐴𝐼𝑌%
) (10) 

Furthermore, to develop the ROI model, the relation of ROI with cost and profit 

must be identified, as shown in Equation 11. The computation of ROI was conducted 

by dividing the net income with the investment [26], where the net income is equal to 

revenue (R) minus the cost (C), which is the profit. The profit for this study was cal-

culated in Equation 10. The investment of the semiconductor multi-site testing includ-

ed depreciation cost (Dep), direct labor cost (DL), overhead cost (OH), bad-unit cost 

(CPKG), and Industry 4.0 cost. Therefore, the equation that included the Industry 4.0 

aspect is derived, as shown in Equation 12.  

 𝑹𝑶𝑰 =
𝑅𝑒𝑣𝑒𝑛𝑢𝑒(𝑅)−𝐶𝑜𝑠𝑡(𝐶)

𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡(𝐼)
 (11) 

𝑻𝑰. 𝟒𝑹𝑶𝑰𝑹 =

(𝐺𝑜𝑜𝑑 𝑢𝑛𝑖𝑡 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟 𝐼.4 𝑋 𝑆𝑒𝑙𝑙𝑖𝑛𝑔 𝑃𝑟𝑖𝑐𝑒)−

(

 
 
(

𝐷𝑒𝑝+𝐷𝐿+𝑂𝐻+𝐶𝑃𝐾𝐺+𝐼.4$
729.6

𝐼.4𝐴𝑈%𝑂
)𝑋 𝑁𝑂𝑇𝐸

𝐴𝐼𝑌%

)

 
 

(
𝐷𝑒𝑝+𝐷𝐿+𝑂𝐻+𝐶𝑃𝐾𝐺+𝐼.4$

729.6
)

 (12) 

As indicated in Equation 12, the investment and cost must be divided by 729.6 to 

obtain per hour cost because the demand/output of the equation is set for one hour. In 

the semiconductor industry, 729.6 is the number of hours set for a month, which is 

calculated by using 52.112 weeks per year divided by 12 to obtain the number of 

weeks in a month. Then, the quotient is multiplied by seven days to obtain the average 

number of days per month and then multiplied by 24 hours to obtain the number of 
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hours per month. For a standard calculation, one hour is equal to 3,600 seconds [9]. 

Furthermore, depreciation cost (Dep) is the cost of the test equipment, including the 

test handler and tester, divided into five (on the basis of the life span of five years) to 

obtain the Dep per year and is further divided into 12 to obtain the cost per month. All 

other costs, namely, direct labor cost (DL), overhead cost (OH), and bad-unit cost 

(CPKG and Industry 4.0 cost [I.4$]), are computed as one-month costing. When di-

vided by 729.6, it will become a per hour cost. The author of this research names 

Equation 12 as theory of Industry 4.0 ROI Relativity (TI.4ROIR). 

4 Research Methodology 

4.1 Pick-and-place test equipment variables 

An experimental research was conducted on the multi-site pick-and-place test 

equipment (PNPTE), where the variables for the PNPTE are tabulated in Table 1. 

Table 1.  Research variable setting 

PNPTE variables  

Number of test-sites (N) 32 

Utilization percentage 95% 

Environment control error percentage 5% 

Depreciation cost per month (RM) RM 76,992 

Direct labor cost per month (RM) RM 7,843 

Overhead cost per month (RM) RM 56,937 

Industry 4.0 cost per month (RM) RM 1,567 

 

• Depreciation cost (Dep) refers to the test-equipment cost spanning over five years, 

which comprises the economic life of the product from the purchase price until it 

reaches a zero value. Industrial measurement standard stipulates that the life span 

of equipment is five years (at 20% depreciation cost per year). 

• Direct labor (DL) cost is the monthly salary of employees, including operators and 

technicians, who immediately make contributions to the production output. 

• Overhead (OH) cost is the cost incurred during manufacturing, aside from equip-

ment depreciation and direct exertion costs. The components of overhead cost in-

clude management cost, facility cost, floor-space cost, maintenance cost, and cost-

of-test accessory.  

• Industry 4.0 cost is the monthly license cost for every equipment, where the stand-

ard charge of the license is USD 4,700 per year per test equipment, which is equal 

to approximately RM 18,800 per year or RM 1,567 per month.  

4.2 Data collection 

A total of 12 conditions, six for velocity and six for veracity, were simulated and 

are tabulated in Table 2.  
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Table 2.  Case study conditions 

Industry 4.0 Variables Conditions—TIDB 

Velocity RavenDB (0.2 second) 

 MongoDB (0.3 second) 

 Cassandra (0.45 second) 

 CouchDB (1.15 second) 

 SQL (1.6 second) 

 Conditions—veracity accuracy percentage 

Veracity 15% accuracy 

 35% accuracy 

 55% accuracy 

 75% accuracy 

 95% accuracy 

 

To obtain sufficient data for the cost of test, profit margin, and ROI, 30 sets of pro-

duction lots for X32 test-site configuration were collected as the case study data size 

(the collected data type is discussed in the following section). Each set of data con-

tained 100 trial runs. Thus, the 30 sets of data contain 3,000 trial run data to obtain 

test yield, indexing time, and test time. As indicated in Table 1, this research fixed the 

utilization percentage as 95% and environment control error percentage as 5% to 

enable a fair comparison of all the conditions as tabulated in the table. The pick-and-

place test equipment data, which included test yield, indexing time, and test time, 

were then calculated with UPH, profit, and ROI via Equations 3, 10, and 12, respec-

tively. The conditions included server TIDB and veracity accuracy percentage as 

tabulated in Table 2. As a result, the UPH, profit, and ROI affected by Industry 4.0 

were obtained.  

For the pick-and-place handler, the data collection only considered pure indexing 

time and rejected any indexing time slowed down by external factors, such as carrier 

transfer process, loading and unloading processes, equipment jamming, and delay 

caused by slowing down of pick-arm 1. Production data were accepted only if no 

external factors are found, such as handler downtime and tester downtime. This study 

only focuses on the elements within the circle shown in Figure 4. 

The indexing time was considered valid only if no waiting time exists between the 

exchange times for the tested semiconductor’s chip as the latter is replaced with a new 

semiconductor’s chip. If external factors cause the immediate replacement of a new 

chip after the semiconductor’s chip being tested is completed, then the indexing time 

is rejected. The test time was considered valid if no external factors inclusive of the 

tester downtime and chip contacting problems cause a high rejection rate of the tested 

chip. 
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Fig. 4. Focus Area of the Research 

4.3 Research hypotheses 

The data were then analyzed with SPSS21 for Pearson correlation coefficient test, 

and the following research hypotheses were proposed in this study: 

H0 1: No significant inter-correlations exist between velocity and UPH 

H0 2: No significant inter-correlations exist between velocity and the profit 

H0 3: No significant inter-correlations exist between velocity and the ROI 

H0 4: No significant inter-correlations exist between veracity and UPH 

H0 5: No significant inter-correlations exist between veracity and the profit 

H0 6: No significant inter-correlations exist between veracity and the ROI 

The analyses were based on the “strengths of the correlation coefficient values,” as 

tabulated in Table 3. 

 

 

 

 

 

 

 

 

 

 

 

34 http://www.i-jes.org



Paper—A Case Study of Return On Investment for Multi-sites Test Handler in The Semiconductor … 

Table 3.  Strengths of the Correlation Coefficient Values 

Correlation coefficient size (r) Correlation strength 

0.91 to 1.00 or −0.91 to −1.00 Very strong 

0.71 to 0.90 or −0.71 to −0.90 Strong 

0.51 to 0.70 or −0.51 to −0.70 Average 

0.31 to 0.50 or −0.31 to −0.50 Weak 

0.01 to 0.30 or −0.01 to −0.30 Very weak 

 0.00 No correlation 

5 Result and Discussion 

5.1 Model validation 

To validate the model, Equations 2 and 3 were compared, and the comparison re-

sults are tabulated in Table 4. 

Table 4.  Model Validation 

Equation 2 

Single-site indexing 

time (i1) and single-

site test time (t1) 

MSE MSEAI Yield% AIY% 
Veracity 

accuracy 
ECR% 

Server 

time 

Equation 2 

UPH 

1.354 31.47% NA 99.14% NA NA NA NA 3,791.82 

Equation 3 

                
Equation 3 

UPH 

1.354 NA 31.47% NA 99.14% 0 0 0 3,791.82 

1.354 NA 40.75% NA 95.02% 15% 5% 0.2 3,395.28 

1.354 NA 53.13% NA 96.19% 35% 5% 0.3 3,689.16 

1.354 NA 65.51% NA 97.36% 55% 5% 0.45 3,823.50 

1.354 NA 77.88% NA 98.53% 75% 5% 1.15 2,515.07 

1.354 NA 90.26% NA 99.71% 95% 5% 1.6 2,149.75 

 

As shown in Table 4, when the veracity accuracy (VRA%), environment control 

error (ERC%), and server time are equal to zero, then MSEAI, AIY%, and Equation 3 

UPH are equal to MSE, Yield%, and Equation 2 UPH, respectively. When VRA% 

increases, then the MSEAI will relatively increase because the multi-site test time was 

reduced by reduce pin count test corrected by VRA%. However, when the server time 

increases, then the velocity increases, which relatively slows down the UPH. Table 4 

concludes that when VRA%, ERC%, and server time are equal to zero, then, similar 

with no Industry 4.0 implementation, MSE, Yield%, and Equation 3 UPH are equal to 

the computation results in Equation 2. Thus, Equation 3 is validated as accurate. Fur-

thermore, Table 5 shows that the inter-correlation analysis results reflect a very strong 

and positive correlation between UPH and profit (r = 1.00) and ROI (r = 1.00). All 

these correlations are significant at p < 0.01. 
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5.2 Discussion of hypothesis 

Table 5.  Pearson Correlation Coefficient Analysis 

Correlations 

 Velocity Veracity accuracy % UPH Profit ROI rate 

Velocity 

Pearson Correlation 1 0.15** −0.67** −0.67** −0.67** 

Sig. (2-tailed)  0.00 0.00 0.00 0.00 

N 780 780 780 780 780 

Veracity 
accuracy 

% 

Pearson correlation 0.15** 1 0.50** 0.50** 0.50** 

Sig. (2-tailed) 0.000  0.00 0.00 0.00 

N 780 780 780 780 780 

UPH 

Pearson correlation −0.67** 0.50** 1 1.00** 1.00** 

Sig. (2-tailed) 0.00 0.00  0.00 0.00 

N 780 780 780 780 780 

Profit 

Pearson correlation −0.67** 0.50** 1.00** 1 1.00** 

Sig. (2-tailed) 0.00 0.00 0.00  0.00 

N 780 780 780 780 780 

ROI rate 

Pearson correlation −0.67** 0.50** 1.00** 1.00** 1 

Sig. (2-tailed) 0.00 0.00 0.00 0.00  

N 780 780 780 780 780 

**. Correlation is significant at the 0.01 level (2-tailed). 

The Pearson correlation coefficient analysis results are discussed as follows: 

H0 1: No significant inter-correlations exist between velocity and UPH. 

The inter-correlation analysis results show an average and negative correlation be-

tween velocity and UPH (r = −0.67) and significance at p < 0.01. Therefore, the direc-

tional hypothesis is rejected and the velocity and UPH have average and negative 

significant inter-correlations.  

H0 2: No significant inter-correlations exist between velocity and the profit. 

The inter-correlation analysis results show an average and negative correlation be-

tween velocity and profit (r = −0.67) and significance at p < 0.01. Therefore, the di-

rectional hypothesis is rejected and the velocity and profit have average and negative 

significant inter-correlations.  

H0 3: No significant inter-correlations exist between velocity and the ROI. 

The inter-correlation analysis results show an average and negative correlation be-

tween velocity and ROI (r = −0.67) and significance at p < 0.01. Therefore, the direc-

tional hypothesis is rejected and the velocity and ROI have average and negative sig-

nificant inter-correlations.  

H0 4: No significant inter-correlations exist between veracity and UPH. 

The inter-correlation analysis results show an average and positive correlation be-

tween veracity accuracy percentage and UPH (r = 0.50) and significance at p < 0.01. 

Therefore, the directional hypothesis is rejected and the veracity accuracy percentage 

and UPH have average and positive significant inter-correlations.  

H0 5: No significant inter-correlations exist between veracity and profit. 

The inter-correlation analysis results show an average and positive correlation be-

tween veracity accuracy percentage and profit (r = 0.50) and significance at p < 0.01. 

Therefore, the directional hypothesis is rejected and the veracity accuracy percentage 

and profit have average and positive significant inter-correlations.  
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H0 6: No significant inter-correlations exist between veracity and the ROI. 

The inter-correlation analysis results show an average and positive correlation be-

tween veracity accuracy percentage and ROI (r = 0.50) and significance at p < 0.01. 

Therefore, the directional hypothesis is rejected and the veracity accuracy percentage 

and the ROI have average and positive significant inter-correlations.  

5.3 Research implications 

Firstly, the research results show that the increase in big data velocity affects the 

overall production output. This finding was supported by the research of [14], where 

data velocity management involves bandwidth and ingest issues. In other words, when 

the performance of the server for data management is efficient, then the processing 

time becomes less. Thus, the selection of a database server type is important to ensure 

that the implementation of Industry 4.0 will benefit the industry and shorten the return 

of investment period. As a result, the implementation can be a payoff and Industry 4.0 

can prove its title as a revolutional technology.  

Secondly, the research concluded that big data must achieve a high percentage of 

veracity accuracy to make sure that artificial interligent and machine learning can 

produce and predict situations to make accurate decisions. Big data have no value 

unless they can be effectively utilized, and the proper utilization of big data depends 

on their IQ [23]. Otherwise, big data might bring negative effects rather than positive 

effects. Inherent uncertainty in big data veracity has become one of the deciding fac-

tors of the successful implementation of Industry 4.0. Therefore, the development of 

new big data management technology and selection of its application are important in 

revolutionizing the Industry 4.0 revolution.  

5.4 Future works 

This research has developed the TI.4ROIR as one of the initial guidelines for future 

research studies on Industry 4.0. However, the current theory is still imperfect because 

it only focuses on the semiconductor testing industry. Future research can further 

enhance the theory so that it can be a unified ROI theory being implemented for all 

industries or to be implemented in the proposed industry 4.0 revolution. This goal will 

not be achievable unless case studies are conducted in all the potential industries and 

further data are collected to prove the robustness of the theory. Therefore, future re-

searchers are encouraged to put more effort into this matter to realize better productiv-

ity and profitability in all industries in the common interest of the well-being of the 

public and the economic wealth-creation of the country. Finally, because we are living 

in the multimedia and information age, the theory can be further converted into a 

software application so that similar future researches can be conducted in a more 

convenient manner. 
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5.5 Conclusion 

Velocity affects UPH, which is the good-unit output of the pick-and-place test 

equipment. When TIDB increases, velocity slows down, causing a negative impact on 

UPH and subsequently affects depreciation of profit and slows down ROI rate. In this 

case, the research concluded that, firstly, choosing the right database type is important 

to guarantee the success of Industry 4.0 implementation. And secondly, big data are 

inherently dirty and uncertain. Based on the analysis results, the increasing veracity 

accuracy of big data will provide a positive impact on UPH because when VRA% 

increases, then UPH will relatively increase and contribute to the improvement of 

profit and ROI rate. In conclusion, the proposed theory of TI.4ROIR is deemed to 

contribute to a new understanding of firm profit and the ROI theory, where the tech-

nical aspects of the pick-and-place test equipment and variables of Industry 4.0 are 

incorporated together. Finally, the theory will assist in Industry 4.0 research in the 

future. 
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