
Paper—University Course Timetabling using Bayesian based Optimization Algorithm 

University Course Timetabling using Bayesian based 
Optimization Algorithm 

https://doi.org/10.3991/ijes.v6i2.8990 

Alinaswe Siame (!), Douglas Kunda 
Mulungushi University, Kabwe, Zambia 

alinaswe7@gmail.com 

Abstract—The timetabling problem has traditionally been treated as a 
mathematical optimization, heuristic, or human-machine interactive problem. 
The timetabling problem comprise of hard and soft constraints. Hard constraints 
must be satisfied in order to generate feasible solutions. Soft constraints are 
sometimes referred as preferences that can be contravened if necessary. In this 
research, we present is as both a mathematical and a human-machine problem 
that requires acceptable and controlled human input, then the algorithm gives 
options available without conflicting the hard constraints. In short, this research 
allows the human agents to address the soft-constraints as the algorithm works 
on the hard constraints, as well as the algorithm being able to learn the soft con-
straints over time. Simulation research was used to investigate the time tabling 
problem. Our proposed model employs the use a naïve Bayesian Algorithm, to 
learn preferred days and timings by lecturers and use them to resolve the soft 
constraints.  

Keywords—Algorithms; University course Timetabling/Scheduling; Con-
straints; Bayesian decision approach; Learning algorithm 

1 Introduction 

University course timetabling / scheduling is a very common problem, and our 
universities here in Zambia are not an exception especially in case where a University 
has two campuses running numerous number of programs that are inter-related by 
shared courses, lectures and rooms, simultaneously. This makes the process of devel-
oping a timetable or a training schedule a very difficult task that can take human 
brains many hours to develop and still have errors. The goal of the university course 
timetabling is to find a method to allocate whole events to fix predefined timeslots 
and rooms, where all constraints within the problem must be satisfied. Events include 
students, lecturers and courses where resources encompass the facilities and equip-
ment’s of classrooms such as theoretical and practical rooms. Also, timeslots include 
two main components, namely daily and weekly timeslots which vary from one insti-
tution to another. However, each classroom also has its own components including 
audio-visual equipment’s (video projector), number of chairs necessary for courses 
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allocated to those classrooms (the capacity of theory and practical rooms), number of 
whiteboards related to each theory and practice classroom. 

Himawan, Anand, & Yong [1] introduced an object-oriented automated timeta-
bling system, which incorporated model, knowledge and data bases. The model-base 
is made up of heuristic procedures to carry out various aspects of scheduling, e.g. how 
students are to be assigned to a class, or a class to a time-period. The knowledge-
based consisting of rules that control the flow in the execution of the procedures, e.g. 
what action to be taken if no feasible time-period can be found for a class. The data-
base consisting of data needed for the scheduling process; by isolating and managing 
it via a database management system (DBMS), they allowed maximum flexibility in 
the specification of scheduling parameters. The adoption of object-oriented method-
ology enabled them to achieve higher productivity in the development process, but 
equally important was the significant improvements in the scheduler's performance. 
For one, methods allowed the localization of constraint checking, e.g. restrictions on 
the teaching load of instructors was implemented as a method for the instructor object 
class. Moreover, message-passing enabled object classes to communicate autono-
mously, eg. when a particular class had been successfully scheduled, the instructor, 
student and room object instances that are involved would be automatically updated 
via messages. 

The approach taken by Himawan, Anand, & Yong [1]is one that supports flexibil-
ity by allowing the human agent to be part of the process, this research has benefited 
from such an approach inorder to developed a more flexible timetabling system. 
However, we go further to improve our algorithm to allow it to be able to learn from 
previous human agent trends, in order to help the algorithm be able to provide a more 
optimal solution even before the human agent can attempt to work on the soft con-
straints. 

This study contributes a design and test of a model with an improved algorithm to 
perform course timetabling with the flexibility of allowing soft constraints to be al-
tered by the users while maintaining the integrity of all the hard constraints. The algo-
rithm should have the ability to learn from previous user input so as to provide more 
optimal timing slots as per previous user preference. The learning is done using a 
Naïve Bayesian approach. According to [42], a Naive Bayes classifier assumes that 
the presence of a particular feature in a class is unrelated to the presence of any other 
feature.  

To achieve this, we have employed the use of Simulation research. Computer sim-
ulations can be used in training, teaching or entertainment. When it comes to research, 
According to[32], [33] simulation can be used to get a better understanding of a phe-
nomenon of interest and for the purposes of prediction. 

2 Problem formulation 

University time tabling is still problematic especially the need to provide optimal 
timeslots for lecturers. Many approaches have been taken in academic environments 
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to address the problem of course timetabling. Typically, student scheduling and 
course scheduling have been treated as separate tasks[2]. 

Hamed, Karimpour, & Hadidi [3] add on to say scheduling is one of the problems 
which so many researches have been conducted on it over the years. The university 
course-timetabling problem which is an NP-hard problem is a type of scheduling 
problem. Timetabling process must be done for each semester frequently, which is an 
exhausting and time-consuming task. The allocation of whole of events in timeslots 
and rooms performs by the university course timetabling process considering the list 
of hard and soft constraints presented in one semester, so that no conflict is created in 
such allocations. In the university course-timetabling problem, the hard constraints 
should not be violated under any conditions; soft constraints also should not be vio-
lated as much as possible. 

Dorneles, deAraújo, & Buriol [4]  also show how the same problem is found at 
high school timetabling level as a classical combinatorial optimization problem that 
takes a large number of variables and constraints into account. Due to its combinato-
rial nature, solving medium and large instances to optimality is a challenging task. 

Formulation of the Object oriented approach to timetabling according to [1] is as 
follows: 

Formally, in timetabling, we are required to schedule p periods, k = 1, 2, 3 . . . . . p, 
c classes, i= 1, 2, 3 . . . . . c, and t instructors, j= 1, 2, 3 . . . . . t. The relation of lectur-
ers to classes is represented by a requirement matrix X= (r0), whose (ij)th element 
represents the number of meetings of class i and lecturer j. Let, A = (ai) be a vector of 
dimension t representing class availability and B= (bj) be a vector of dimension t 
representing availability of instructors. The solution to the problem is then a matrix, S 
= (mjk), of dimension c * t * p such that 

  (1) 

Usually ai and bj are 1. The above three equations specify the constraints that have 
to be satisfied; the necessary and sufficient conditions for such a solution matrix to 
exist are: 

  (2) 
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This method has been by far a more applicable solution to the current problem at 
hand and thanks to further advancements in computer processing power the human 
intervention is no longer a computationally expensive approach. Furthermore, our 
model will be able to provide an interactive component to the timetabling system, 
which will enable the completion of the scheduling when the automated system has 
failed to do so. The feature is none existent in [1]. 

The objectives of this research are to design and test an improved algorithm to per-
form course timetabling with the flexibility of allowing soft constraints to be altered 
by the users while maintaining the integrity of all the hard constraints. The algorithm 
should have the ability to learn from previous user input so as to provide more opti-
mal timing slots as per previous user preference. 

3 Related works 

Building university timetables is a complex process that considers a big number of 
resources that are limited and require absolute optimal use to get a workable solution 
as finding a perfect solution is close to impossible. This section brings out some of the 
earlier used approaches to solve the problem at hand. 

4 Current existing algorithms 

Analyzing the effects of solution space connectivity with an effective metaheuristic 
for the course-timetabling problem presents a powerful two-stage metaheuristic-based 
algorithm to approximately solve it. This study describes a novel generative hyper-
heuristic entitled ‘add–delete Lists’ and details their application across two different 
problem domains that is Tracks 2 and 3 of the 2007 International Timetabling Com-
petition. An Add–Delete list is a ‘ruin-and-recreate’ sequence which is applied to a 
solution re-presentation [5]. The use of two algorithms one for hard constrains, the 
other for soft constrains to provide more optimal timeslots in-order to reduce the 
number of soft constraints. 

Artificial bee colony (ABC) algorithm has been successfully used for tackling in-
capacitated examination and course timetabling problems. Experimental analysis of 
the proposed technique showed some improvement in performance over previous 
techniques. The experiments showing the effectiveness of proposed hybridized-ABC 
are presented to study the influence of the HCO. Note that the role of HCO is im-
portant in fine-tuning the search space region of the food sources (solutions) toward 
the local minima by enhancing the local exploitation capability of the proposed tech-
nique [6]. This approach achieves computational optimal standards. However, it still 
begs the question can the results be easily satisfying the dynamic set of personal pref-
erences of human feelings in this case lecturers. 

Multi agent systems have a more general concept and for all types of current sys-
tems, including 
multiple autonomous components are applied to the following features and include: 
(1) each agent has the ability of solving a problem incompletely, (2) in multi agent 
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systems there is no general control system, (3) data are as distributed and (4) compu-
tations are asynchronous [3]. The multi-agent distributed system, increases the satis-
faction of soft-constraints, while also adhering to the hard constraints. However, this 
approach can slow down the implementation process if the dataset is large and easily 
cause the agents to delay the process of finding the solution. 

Automated Scheduling system for thesis and project presentation using Forward 
Chaining Method with Dynamic Allocation Resources presents a practical method for 
modeling and solving a dynamic resource allocation of automatic scheduling problem 
using forward chaining heuristic approach, in the case of undergraduate Student’s 
Thesis and Project presentations timetable [8]. This system proved to have worked 
well. However, its application to university course timetabling problem might not 
exactly be optimal because of the vast array of resource and requirements to be met. 

High school timetabling is a classical combinatorial optimization problem that 
takes a large number of variables and constraints into account. Due to its combinato-
rial nature, solving medium and large instances to optimality is a challenging task.  

The proposed a fix-and-optimize heuristic combined with a variable neighbour-
hood descent 
method that produces solutions which satisfy all hard constraints, i.e., feasible solu-
tions [4]. This method works well for a high school timetabling system; however, it is 
not so feasible to apply most of its concepts to a university timetabling scenario.   

Post-publication disturbances such as absence of teachers typically pose a need for 
schedulers to rapidly implement some minor changes to avoid empty periods in the 
timetable. To solve this problem, the scheduler has to create a balance between reduc-
ing the number of empty periods, keeping the schedule stable, i.e., not deviating too 
much from the old timetable and being alert on the number of shifts on a specific day 
and over days [9]. This model has dealt with the issue of changes in timetabling due 
to disturbances; this is a feature that could be applied to university timetabling situa-
tions. 

The timetabling problem has traditionally been treated as a mathematical optimiza-
tion, heuristic, or human-machine interactive problem. The inclusion of expert 
knowledge allows for solutions that fit the problem context better, while the use of a 
database enables a more flexible and maintainable system. The object-oriented para-
digm allows for a more efficient design and code implementation of scheduling pro-
cedures [1]. 

In the most recent literature in the area of scheduling/ timetabling algorithm devel-
opment, the following has been observed [10] defined the problem being resolved 
was concerned with the assignment of lecturers to specific timeslots and rooms. The 
quality of the solution was measured in terms of a penalty value which represents the 
degree to which various soft constraints are satisfied. this hybrid evolutionary ap-
proach was tested over established datasets and compared against state of the art 
techniques from literature. This approach Proved to be better than other approached 
explained in [10]. Similarly [11],[12] make use of hybrid approaches in developing 
faster more efficient university timetabling algorithms. However, this it was not tested 
to see if it provided human acceptable results  [13] had the goal to satisfy as 
many of the soft constraints as possible whilst constructing a feasible schedule. They 
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presented a composite neighborhood structure with a randomized iterative improve-
ment algorithm. This algorithm always accepts an improved solution and a worse 
solution is accepted with a certain probability. Preliminary comparisons indicated that 
this algorithm was competitive with other approaches in the literature. Indeed, it pro-
duced seven solutions that were better than or equal to the published penalty values. 
Similar approach is taken by [14], who proposes a metaheuristic solution, more pre-
cisely an adaptive large neighborhood search, which is based on repetitively destroy-
ing and subsequently repairing relatively large parts of the solution. 

However, [13] noted that in their future research, they would be aiming at explor-
ing how the algorithm could intelligently select the most suitable neighborhood struc-
tures according to the characteristics of the problems. While [14], noted that adding 
perturbation to the evaluation of potential insertion positions did not improve the 
performance significantly. Having noted the new discovery, this research wishes to 
further test and validate the need to add learnt patterns from previous allocations. 

Several other techniques have been proposed in solving the UCTP and its variants. 
Various techniques have been developed for automated timetables generations. Other 
popular techniques include graph-coloring algorithms, simulated annealing and tabu 
search, genetic algorithms (GA) and Particle Swarm Optimization (PSO). Constraint-
based Programming [15] and Particle Swarm Optimization (PSO) [16] [17] [18] have 
become an interesting approach for solving timetabling problems recently [19]. 

5 Application of Particle Swarm Optimization (PSO) in 
university course timetabling 

[20] Defines PSO algorithm as a multi-agent general meta-heuristic method, that 
can be applied extensively in solving many difficult problems [21]. The PSO consists 
of a swarm of particles in the space; the position of a particle is indicated by a vector, 
which presents a solution. PSO is initialized with a population of M random particles 
and searches for the best position (solution or schedule). In every generation or itera-
tion, the local best and global best are determined through evaluating the performanc-
es in terms of the fitness values of current population of particles. A particle moves to 
a new position obtaining a new solution guided by the velocity (a vector). Hence, the 
velocity plays an important role in affecting the characters of creating new solution. 
There are two experience positions used in the PSO; one is the global experience 
position of all particles, which memorizes the global best solution obtained from all 
positions (solutions) of all particles; the other is the individual experience position of 
each particle, which memorizes the local best solution acquired from the positions 
(solutions) of the corresponding particle has been at. These two experience positions 
and the inertia weight of the previous velocities are used to determine the impact on 
the current velocity. The velocity retains part of prior velocity (the inertia) and drives 
particle toward the direction based on the global experience position and the individu-
al experience position. Thus, the particles can derive new positions (solutions) by 
their own inertia and experience positions. 
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D dimension space represents the search space (the number of dimensions is corre-
sponding to the parameters of solutions) and the population consists of M particles. Xi 
= {Xi1, . . ., XiD}, XiD be the particle i with D dimension space (i = 1, . . ., M). A 
position Xi has a rate of position change called velocity Vi = {Vi1, . . ., ViD}. The 
individual experience is a position Li = {Li1, . . ., LiD}, the local best position for the 
ith particle (called pbest) . Additionally, G = {G1, . . ., GD} represents the global best 
position among all the population of particles achieved so far (called gbest). The PSO 
algorithm could be performed by the Eq. (3) 

Vnewid  =WVid + C1 r1 (Lid – Xid ) + C2 r2 (Gid – Xid )  (3) 

 Xnewid = Xid + Vnewid    (4) 

where w is an inertia weight used to determine the influence of the previous veloci-
ty to the new velocity. The c1 and c2 are learning 

[20] Introduces a novel meta-heuristic algorithm that is based on the principles of 
particle swarm optimization (PSO) is proposed for course scheduling problem. The 
algorithm features include: designing an ‘absolute position value’ representation for 
the particle; allowing instructors to lecture based on flexible preferences, such as their 
preferred days and time periods, the maximum number of teaching-free time periods 
and the lecturing format (consecutive time periods or separated into different time 
periods); and employing a repair process for all infeasible timetables.  

Since the solution space of the course-scheduling problem is discrete, a local 
search mechanism is incorporated into the proposed PSO in order to explore a better 
solution improvement. 

The experimental results demonstrate that the proposed hybrid algorithm yields an 
efficient solution with an optimal satisfaction of course scheduling for instructors and 
class scheduling arrangements. This hybrid algorithm also outperforms the genetic 
algorithm proposed in the literature. 

[19] Proposed approach (hybrid particle swarm optimization with constraint-based 
reasoning) uses particle swarm optimization to find the position of room and timeslot 
using suitable objective function and the constraints-based reasoning has been used to 
search for the best preference value based on the student capacity for each lesson in a 
reasonable computing time. 

The most common variants of educational timetabling problem are the UCTP and 
Exam Timetabling. Both have similar constraints with the main difference being ETP 
events can take place in the same room and timeslot as long as the desire constraints 
are satisfied while in UCTP, only one event can take place in desire room at a prefer 
timeslot 

[22] applied PSO in order to solve the course timetabling problems in this work. 
To reduce the computational complexity, a timeslot was designated in a particle’s 
encoding as the scheduling unit. Two types of PSO, the inertia weight version and 
constriction version, were evaluated. Moreover, an interchange heuristic was utilized 
to explore the neighboring solution space to improve solution quality. Additionally, 
schedule conflicts are handled after a solution has been generated. 
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Experimental results demonstrate that the proposed scheme of constriction PSO 
with interchange heuristic is able to generate satisfactory course timetables that meet 
the requirements of teachers and classes according to the various applied constraints. 

6 Application of genetic algorithms in university course 
timetabling 

A genetic algorithm starts with a set of random solutions to the problem. The initial 
solution is randomized and therefore crude. Each solution is called a chromosome and 
consists of several genes which are values corresponding to certain properties in the 
solution. These genes can then be used to control the fitness of the chromosome. 
Based on the chromosomes’ fitness, they are crossed with each other to create a new 
offspring. These offspring are then randomly mutated to create a bigger search space. 
When an offspring matches a specified fitness condition, this means an acceptable 
solution has been found and the algorithm terminates. There are two main stages in 
the genetic algorithm: the selection and the crossover [23] [24]. 

6.1 Selection 

When to select which chromosomes are to be crossed there are a few different 
ways. Some of these are elitism selection, roulette-wheel selection and tournament 
selection [25]. 

6.2 Crossover 

It may vary which genes are carried over when two chromosomes are being 
crossed. To decide this there are few different methods. Some of them are single point 
crossover, two-point crossover and uniform crossover [25]. 

Genetic algorithms have been in use to solve the timetabling problem for some 
time now. The genetic algorithm is usually modified or used in conjunction with other 
techniques arrive at optimal solutions. The genetic operators are usually modified to 
find a solution.  [26]. Encoding is the first step in formulating a solution [27]. A local 
search are also applied in some cases [28] [29]. 

[30] Developed a mixed integer linear program for the UTP. For the analysis, they 
converted the UTP into a three-dimensional container packing problem (3DCPP) and 
create a hybrid genetic algorithm (HGA), which has been shown to be efficient in 
solving the 3DCPP. they also develop a tabu search algorithm based on the existing 
UTP literature and compare the findings with that of our HGA. The results showed 
that their HGA obtains a better solution than the tabu search algorithm in a reasonable 
amount of time. 

Information visibility-based university timetabling for efficient use of learning 
spaces introduces a new approach to construct resilient university timetables using 
genetic algorithms and data capturing technologies. The contributed approach adds a 
new dimension to solving the NP-hard timetabling and space allocation problems. 
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The data of the studied case of the Faculty of Commerce for the first semester in 
year 2012–2013 follow: In allocating events in a timetable, UGA matches the number 
of attendees with the closest room capacity that can accommodate them. 

The IVUT proposed methodology enabled better use of resources and addressed 
the university dynamic timetabling problem in a very practical manner considering 
joint space reallocation decisions. Accordingly, occupancy rates per rooms were im-
proved [31]. The use of RFID has produced a more natural source of information on 
which rooms are most preferred and most utilized, this also enables the system to 
easily learn. However, this approach works well in an environment where a timeta-
bling system already runs. 

Table 1.  : Summary Table 

Algorithm /Research Learning 
aspect 

Human 
Agent inclu-

sion 

Automated 
Algorithm 

Distance 
Between 
classes 

Reference 

Information visibility-based university 
timetabling for efficient use of learning 
spaces 

Yes No Yes No [31] 

Analyzing the effects of solution space 
connectivity with an effective metaheuris-
tic for the course timetabling problem 

No No Yes No [5] 

Artificial bee colony (ABC) algorithm No No Yes No [6] 
Multi agent systems No Yes Yes No [3] 
Automated Scheduling system No No Yes No [8] 
High school timetabling No No Yes No [4] 
Post-publication disturbances No Yes Yes No [9] 
Object oriented approach to timetabling Yes Yes Yes No [1] 
hybrid approaches No No Yes No [10], [11], 

[12] 
Adaptive large neighborhood search, 
which is based on repetitively destroying 
and subsequently repairing relatively large 
parts 

No Yes Yes No [14] 

Randomized iterative improvement algo-
rithm No Yes Yes No [13] 

Application of Particle Swarm Optimizati-
on (PSO) in university course timetabling Yes No Yes No [19], [22], 

[20] 
Application of genetic algorithms in uni-
versity course timetabling Yes No Yes No [23], [24], 

[28], [29] 

 
The above reviewed approaches have been proven to find good solutions, in spite 

of their dynamically dissimilar approaches. The above table is a simple summary of 
the discussed approaches to timetabling. The key areas our analysis focused on are 
Learning aspect (ability of the solution to make use of previously information), Hu-
man Agent inclusion (ability of the human agent to make preferred soft constraint 
solutions), Automated Algorithm (is the algorithm automated to do the timetabling by 
itself) and Distance Between classes (ability of the solution to consider the rooms that 
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are closest to each other be used for particular groupings to avoid time wastage in 
between classes). Therefore, “Yes” means the approach includes the key are we have 
analyzed and “No” means it is not considered or it is unclear. 

6.3 Methodology 

There are many different ways to approach the research that satisfies the require-
ments needed to obtain scientific results. It is important to consider the expectations 
and possibilities concerning research in your own field. In this research, we are apply-
ing the use of Simulation research.  

Simulation research: Computer simulations can be used in training, teaching or 
entertainment. When it comes to research, According to[32], [33] simulation can be 
used to get a better understanding of a phenomenon of interest and for the purposes of 
prediction. They also argue that simulation is valuable for social science as a tool for 
formalizing theory. As far as [32] are concerned the process of specifying and build-
ing the computer simulation which ‘involves being precise about what the theory 
means and making sure it is complete and coherent, is a very valuable discipline in its 
own right’ .Simulation, they suggest, has advantages over traditional mathematical 
modelling when the interest is in processes and mechanisms rather than associations 
between variables. In addition, [33] noted simulation may be particularly suitable 
when dealing with complex, non-linear phenomena. In research terms, simulations 
have long been employed in process analysis and evaluation in operations research, 
investigating diverse topics such as patient appointments in healthcare, supply chain 
dynamics and production control systems [32].  

Research Design: With the above understanding this research will apply the use of 
the following steps according to [32], [33]: 

Research question: Identify a research question that is suitable for study by simu-
lation. 

Model design: Model design involves specification of the target to be modelled in 
the simulation and the selection of an appropriate simulation method. There are a 
number of different methods from which to choose depending on the problem being 
investigated. Model design will usually involve some data collection to inform the 
parameters for the model and the initial conditions for the simulation. 

Model building: The next step is building the simulation model. A number of 
software programs are now available to support specific simulation methods but if no 
suitable software package is available, you will have to write the program yourself. 

Model verification: Verification involves running the simulation and testing 
whether or not the model is working as it should. If there any problems with the simu-
lation these should be corrected. 

Run the simulation: Simulations can be thought of as virtual experiments during 
which you run a series of ‘experiments’ under different conditions that can be varied 
as required [34]. [35] Identify five elements to such an experiment: the initial condi-
tions, the time structure, outcome measurement, the number of iterations and any 
variation in model parameters or initial conditions. Variation allows different assump-
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tions to be tested in order to answer the research questions and also to test the sensi-
tivity of the model to changes in parameters. 

Model validation: Validation involves confirming that the simulation is a good 
representation of the chosen target. This can be done by comparing results of the 
simulation with empirical data. Validation can be a challenging process due to the 
nature of simulation and potential limitations on available empirical data. Neverthe-
less, as [36] highlights, it is important that the model is sufficiently credible that peo-
ple are confident to act on the insights it produces. Credibility, he suggests, is estab-
lished over time by the model-building process, the actions of the researchers and the 
insights offered by the simulation. 

Findings and conclusions: As with other research designs, your findings and con-
clusions should be formulated in response to the research questions and the results 
should be disseminated. [32] Note that providing enough detail for the study to be 
replicated while avoiding burying the reader in detail can be a particular challenge 
when reporting simulation research. 

 
Fig. 1. Simulation Components 
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7 Proposed Optimal time tabling Model 

7.1 Heuristics for time slot assignment 

Using a Local Solution Search which finds the best suitable time slot, based on the 
following: The least capacity capable available room time slot is selected, in the order 
of time for the first Two or Three times slots and for the last Two or three, a random 
day besides the day the first two or three earlier inserted time slots appear. 

7.2 Generic local search algorithm:  

• Generate an initial solution ! s0.  
• Current solution si = s0.  
• Pick sj ! V (si).  
• If f(sj ) < f(si ), then si = sj.  
• Else, V (si) = V (si) " sj.  
• If V (si) 6= ", then go to 3.  
• Else, END. Local optimal solution = si.  [37] 

7.3 Assumptions of test 

Assumption include: 

• The datasets to be used are assumed to be complete and usable practically. 
• The simulations are based on the assumption the datasets are being derived from 

live environments.  

[38] gives decisive proof that the issue of producing course plans is an exemplary 
case of constraint fulfillment. Our concern has emerged with regards to a university in 
Zambia. It comprises of an arrangement of courses to be planned for 50 timeslots 
crosswise over five days and Ten (2 hour) durations. Toward the start of another se-
mester, a few courses are offered to understudies (classes) and each course can be 
separated into different segments as per the quantity of students enrolled. Our issues 
are ordered into two sorts of limitations: hard constraints and soft constraints. 

7.4 Constraints:  

Hard constraints must be satisfied in order to generate feasible solutions. Soft con-
straints are sometimes referred as preferences that can be contravened if necessary. 
That is, schedule generation can be optimized by finding solutions that violate the 
minimal number of preferences for lecturers and classes. It has been established that it 
difficult to impossible to generate course schedules that satisfy all lecturers’ prefer-
ences [38], especially with limited resources. Moreover, there are 14 hard constraints 
and 18 soft constraints that have been considered by previous research and also can be 
found in [39]. The hard constraints in this study are described as follows: 
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• Each lecturer can only teach one course at a time. 
• Each lecturer can teach one or more courses in a semester 
• Each course can only be taught by a single lecturer per time period. 
• Students in a program can only attend one course at a time. 
• Programs can share courses one or more courses in a semester. 
• There are limited number of classroom and each classroom cannot be used more 

than one course at a time period. 
• Certain time periods cannot be scheduled for academic activities, such as lunch 

time and sport. 
• In addition, some other soft constraints to be considered: 
• Lecturers and students (classes) can indicate their preferences, along with their 

preferred days and time periods in 50 timeslots across five days and Ten periods. 
• Lecturers can choose to maximize the number of teaching free time periods; i.e., 

lecturers can specify time periods when they prefer not to lecture. 
• A course should be scheduled for 2 consecutive hours if the total number of teach-

ing hours is even or is preferred to have 2 consecutive hours. 
• Minimizing students’ movement between rooms i.e. movement from one campus 

to the next or one zone of a campus to the next zones within the campus. 
• There should be at least a one-hour break between two courses of a lecturer. 
• Some teachers prefer certain times or days for teaching i.e. Monday afternoon is 

reserved for professors’ meetings: Do not schedule professors’ courses for Monday 
afternoon. 

• Reduce clashes for repeating students. 
• Ensure a course is not scheduled on a single day. 
• Some courses have to be scheduled in a particular room, such as computer lab. 
• When a course group is too large to fit in any single room, it only makes sense to 

split it into two separate groups, either have the course allocated the same timeslots 
in different rooms or have them in the same room but different timeslots. 

8 Optimization of timeslot picking 

The timetable optimization problem can be seen as an extension to the timetable 
feasibility problem. Obviously, an optimal solution to the optimization problem is 
also a solution to the associated feasibility problem, but the reverse is generally not 
true [40]. 

Our algorithm learns from previously generated sessional timetables, this infor-
mation is then analyzed and used to generate a more optimal new timetable. The ra-
tional is to model an algorithm that will have the ability learn and pick slots more 
optimal timeslots or more efficient time slots for lecturers. 

The variables mainly being considered from previous timetabling information to 
determine the efficiency are as follows: the days, time slot, class room zones, class-
rooms, times in between lectures for each individual Lecturers and hours per lecture 
session. This model builds upon the assumption that as long as the given previous 
timetables worked well, they should be the best source of optimization information 
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that can be used to generate a more efficient timetable. Therefore, the more of this 
information we can have the better the algorithms prediction of the most efficient 
timeslots for each individual Lecturer.   

9 Efficiency variables 

Day: This is the weekday in question i.e. Monday, Tuesday, Wednesday, Thursday 
and Friday (Typical working days). This variable helps to analyze which week days 
are most favored by each particular lecturer, if found this can help the algorithm pick 
the most optimal days. 

Time (Period): This is the time within each day i.e. 8 AM to 5 PM (Typical work-
ing hours). This variable helps to analyze which hours during the day are most fa-
vored by each individual lecturer, if found this can help the algorithm pick the most 
optimal times. 

Time in between lectures and hours per lecture: these variables are also key in 
optimal timing for lecturers, once a lecturer’s preferred trend is analyzed, this can 
significantly increase a lecturer’s efficiency, as the algorithm will be able to times that 
are more favored. 

Classrooms and Classroom Zones/ Campuses: Classrooms, Classroom Zones 
and campus are more influenced by the requirements course being delivered i.e. num-
ber of students in the course, type of delivery (With Labs or without). However, it is 
also interesting to analyze which of these resources or most favored by individual 
lecturers. 

Assuming most of these efficiency variables are satisfactory for over 50% of lec-
tures, the algorithm will be considered to have done a good job and delivered a more 
optimal and more efficient University Course timetable. 

10 Analysis Methods 

10.1 Bayesian decision approach 

An alternative to using the empirical distribution is to first fit a mode p(c,x| #) to 
the trained data D. Given this model, the decision function c(x) is automatically de-
termined from the maximal expected utility (or minimal risk) with respect to this 
model, as in Equations below, in which the unknown p(ctrue|x) is replaced with p(c|x, 
#). [41] 

There are two main approaches to fitting p(c,x| #) to data D. We could parameter-
ize the joint distribution using: 

 p(c,x| #)= p(c|x, #c|x) p(x| #x)  Discriminative approach (5) 

OR 

 p(c,x| #)= p(x|c, #x|c) p(c| #c)  Generative approach (6) 
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10.2 Naive Bayes algorithm 

It is a classification technique based on Bayes' Theorem with a presumption of au-
tonomy among indicators. In other words, a Naive Bayes classifier assumes that the 
presence of a particular feature in a class is unrelated to the presence of any other 
feature.[42] 

Naive Bayes model is easy to build and particularly useful for very large data sets. 
Along with simplicity, Naive Bayes is known to outperform even highly sophisticated 
classification methods. 

Bayes theorem provides a way of calculating posterior probability P(c|x) from P(c), 
P(x) and P(x|c). Look at the equation 7 below: 

  (7) 

• P(c|x) is the posterior probability of class (c, target) given predictor (x, attributes). 
• P(c) is the prior probability of class. 
• P(x|c) is the likelihood which is the probability of predictor given class. 
• P(x) is the prior probability of predictor. 

Advantages 

• It is easy and fast to predict class of test data set. It also performs well in multi 
class prediction 

• When assumption of independence holds, a Naive Bayes classifier performs better 
compare to other models like logistic regression and you need less training data. 

• It performs well in case of categorical input variables compared to numerical vari-
able(s). For numerical variable, normal distribution is assumed (bell curve, which 
is a strong assumption). 

Disadvantages 

• If categorical variable has a category (in test data set), which was not observed in 
training data set, then model will assign a 0 (zero) probability and will be unable to 
make a prediction. This is often known as “Zero Frequency”. To solve this, we can 
use the smoothing technique. One of the simplest smoothing techniques is called 
Laplace estimation. 
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• On the other side naive Bayes is also known as a bad estimator, so the probability 
outputs from predict_proba are not to be taken too seriously. 

• Another limitation of Naive Bayes is the assumption of independent predictors. In 
real life, it is almost impossible that we get a set of predictors which are complete-
ly independent. 

10.3 Application to algorithm 

This second approach is being used in comparison to see which approach will give 
a better result. And this approach is based on picking the most frequent days in their 
order, then applying the Bayesian decision approach in picking what will be the high-
est probable times for each day for each lecturer. 

10.4 Pseudo Code for training information generation 

Below is the pseudo code for generating the learning information via the Naïve 
Bayes approach. 

 
Begin class BayesianDA  
 ///declare variables 
 declare List<CRoomSlot> cRoomSlotList = new Ar-

rayList<CRoomSlot>(); 
 declare static CRoomSlot dayFr = new CRoomSlot(); 
 declare static CRoomSlot timeFr = new CRoomSlot(); 
 declare static CRoomSlot dayPerTimeFr = new CRoomSlot(); 
 declare static CRoomSlotDao cRoomSlotdao; 
 declare static Bayesian naivebayes; 
 declare int day; 
 declare int time,frequency; 
 declare double probability; 
  
 Start method BayesianDA() 
  CREATE object cRoomSlotdao  
 End method 
  
 Start method frequencyGen(for lecturer) 
  call a list of all lecturer preference cRoom-

SlotList 
   
  declare the total number of preferences int 

maxSize 
   
  ///loop throw preferences 
  start loop for each preference  
   GET the frequency of a day int dayFr 
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   GET the frequency of the time int timeFr 
   GET the frequency of a particular time on 

each day int dayPerTimeFr 
    
   CALCULATE the probability of each day dou-

ble dayfr= dayFr / maxSize; 
   CALCULATE the probability of each time dou-

ble timefr= timeFr / maxSize; 
   CALCULATE the probability of particular 

time on each day  double timeperdayfr= dayPerTimeFr / timeFr; 
    
   CALCULATE the naivebayes probability = 

timeperdayfr * timefr / dayfr; 
       
   CREATE an object naivebayes // posterior 

probability 
   SAVE object into the database as a learnt 

feature 
  End loop  
 End method 
End class BayesianDA 

Fig. 2. : Pseudo code 

10.5 Generation of the training information 

The table below shows a sample of the stored learning information the algorithm 
makes use of during the timetabling process. 

Table 2.  : Sample learning information 

Lecturer ID DayID TimeID KeyPar posterior probability Day Probability 
27 2 2 2-2 0.4 0.2777777777777778 
27 2 3 2-3 0.19999999999999998 0.2777777777777778 
27 2 5 2-5 0.39999999999999997 0.2777777777777778 
27 2 5 2-5 0.39999999999999997 0.2777777777777778 
27 3 1 3-1 0.5 0.1111111111111111 
27 3 4 3-4 0.5 0.1111111111111111 
27 4 2 4-2 0.5000000000000001 0.1111111111111111 
27 4 4 4-4 0.5 0.1111111111111111 
27 5 1 5-1 0.25 0.2222222222222222 
27 5 2 5-2 0.25000000000000006 0.2222222222222222 
27 5 6 5-6 0.25 0.2222222222222222 
27 5 7 5-7 0.25 0.2222222222222222 

207 3 2 3-2 0.5 0.3333333333333333 
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207 3 3 3-3 0.5 0.3333333333333333 
207 4 1 4-1 0.5 0.3333333333333333 
207 4 5 4-5 0.5 0.3333333333333333 
207 5 2 5-2 0.5 0.3333333333333333 
207 5 3 5-3 0.5 0.3333333333333333 
183 1 3 1-3 0.5 0.3333333333333333 
183 1 4 1-4 0.5 0.3333333333333333 
183 2 5 2-5 1 0.16666666666666666 
183 3 4 3-4 1 0.16666666666666666 
183 4 4 4-4 0.5 0.3333333333333333 
183 4 5 4-5 0.5 0.3333333333333333 
183 1 3 1-3 0.5 0.3333333333333333 
183 1 4 1-4 0.5 0.3333333333333333 
183 2 5 2-5 1 0.16666666666666666 
183 3 4 3-4 1 0.16666666666666666 
183 4 4 4-4 0.5 0.3333333333333333 
183 4 5 4-5 0.5 0.3333333333333333 

11 Flow Diagram of Timetabling Algorithm with optimization 

The flow diagram below, shows the different steps taken by the algorithm to gen-
erate the timetable, using the optimization information. And the following are the 
steps taken: 

For each course, the algorithm checks which lecturer is assigned to it. Once a lec-
turer is found the algorithm then check for previous timetabling information about the 
lecturer, if no information is found, the course is then assigned a timeslot using the 
algorithm without optimization in figure 4 below, but if the otherwise is true, the 
algorithm calculates the learning information and the most suitable preferences ac-
cording to the Naïve Bayes approach (in do Learn method in figure 3) are used to 
assign the timeslots.  
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Fig. 3. Algorithm with optimization using learnt information 

12 Flow Diagram without optimization 

The flow diagram below, shows the different steps taken by the algorithm to gen-
erate the timetable, without any optimization information for lecturer preferences. The 
algorithm here only focuses on ensuring the hard constraints are resolved, with a few 
easy to resolve soft-constraints being considered.  
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Fig. 4. Algorithm without optimization 

13 Conclusion 

In this research, we have presented both a mathematical and a human-machine 
problem that requires acceptable and controlled human input, then the algorithm gives 
options available without conflicting the hard constraints. The algorithm we have 
designed has able to learn the soft constraints over time using the Bayesian decision 
approach that help predict the posterior probability. Our model employs the use a 
naïve Bayesian Algorithm, to learn preferred days and timings by lecturers. In our 
future works, we will present our test results, and the impact of our model in how it 
improves the process of timetabling. 

This study used simulation to develop the model, the key strength of simulation as 
highlighted by [33] Is its ability to support investigation of phenomena that are hard 
to research by more conventional means. [34] Highlight its potential, for example, to 
show the outcomes of interacting processes over time or in situations where empirical 
data are limited. In such situations, simulation can have advantages over analytic 
statistical modelling of the kind typically used, for example, in correlational studies. 

Simulation-based research does, however, face some significant challenges. As 
[35] point out simulation is vulnerable to misspecification of the model itself. Simula-
tion can be technically challenging and mistakes can be made in developing the com-
puter program. They also note that generalization must be treated with caution beyond 
the parameters specified in the model. A further problem is that simulation methods 
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are not as widely understood or accepted as some other, better-known research ap-
proaches. 

Future work will be to test the model on the real data from three Universities. The 
tests will involve finding out how long the model takes to generate the timetable, in at 
least five iterations, then evaluate the efficiency of the generated timetables with 
interviews from selected lecturers. Finally, we will evaluate the model against its 
ability to resolve constraints. 
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