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Abstract—Compared with traditional physical education (PE), the computer 
virtual digital-based education system is convenient and efficient, which can 
effectively solve the shortcomings of traditional teaching mode, and correct the 
PE motions in real time. Thus, the athletes can master the motion technical 
skills as soon as possible and the training effect can be improved. For this, 
based on computer virtual reality technology, this paper constructs a PE motion 
correction system. Then, through the analysis for real-time motion data and 
human movement posture, it achieves the training objective of real-time PE 
teaching motion correction under the three-dimensional visualization. This shall 
provide a scientific basis for the evaluation of PE teaching and training 
methods. 

Keywords—Virtual reality, motion capture, physical education (PE), motion 
correction 

1 Introduction 

With the reform of PE curriculum in colleges and universities, the computer virtual 
reality technology has been adopted to break the shackles of the traditional rigid cur-
riculum framework, and convert the teaching system from the two-dimensional world 
to the virtual three-dimensional world, so as to significantly change the educational 
form and environment, and the basic elements of the educational process as well as 
their mutual relationships [1]. The traditional PE teaching method is mainly based on 
subjectivity and experience. The actual practice experience of the coach directly af-
fects the learning progress of the athletes, which makes the traditional physical educa-
tion teaching start from the scientific visualization environment of virtual reality or 
augmented reality, and greatly expands the activity space of PE teaching [2-3]. So, in 
the process of PE training, the PE teaching motion correction should be made in real 
time, so that athletes can master the essentials of motion technology as soon as possi-
ble, reduce blind repetition and improve training effect [4]. For many years, China’s 
PE teaching has been exploring to improve [5]. The computer-aided teaching in PE is 
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computer-aided teaching system mostly in two-dimensional space such as text, sound, 
graphics, image and video, and most of them are mainly listening and watching, but 
lacking 3D real-time interaction and feed-back [6-7]. 

In recent years, domestic and foreign research on human motion capture in virtual 
reality technology has achieved advanced scientific research results [8]. Researchers 
have developed an application system based on human motion and visualization to 
facilitate the classification of motion movements [9]. The computer virtual technology 
is used to monitor the motion characteristics in real time, assist the coach to judge the 
standard level of the athlete’s physical movement in time, analyse the movement 
situation through the virtual reality scene in 3D visualization and correct the PE 
movement in real time [10]. Also, the computer virtual reality technology is applied to 
capture the training movements of PE, obtain the related PE parameters and index 
parameters, while the real-time motion data and human sports motion posture are 
analysed to realize the teaching objective of real-time PE motion correction based on 
three-dimensional visualization [11]. Thus, the timely diagnosis and analysis of PE 
movements or training movements should be conducted to improve the training con-
tent and intensity purposefully, in order to carry out PE in a targeted manner, and 
ensure the scientific and digitization of PE training [12]. 

2 Virtual Motion Based on Motion Capture 

2.1 Architecture of virtual display system  

The design and implementation of PE motion correction system based on computer 
virtual technology requires the virtual display application platform to realize real-time 
three-dimensional dynamic database and virtual reality demonstration environment 
[13-14]. In this paper, one two-channel rear-projection stereo display system was 
adopted, where workstation computer 1 is responsible for receiving users’ interactive 
information and data calculation, and the workstation computer 2 is for graphic calcu-
lation and drawing. The two workstation computers transmit data through the net-
work, and then fuse the calculation results into the projector through the data line for 
image correction and edge fusion calculation; then, the images are respectively trans-
ported to four projectors, while each two projectors form a group to form a two-
channel stereoscopic display system, and achieve the three-dimensional effect by 
polaroid stereoscopic glass-es [15-16]. The machines and devices are connected to 
each other through a network and a serial cable to realize coordinated control and 
display. Fig.1 shows the structure diagram of the rear projection display system. 
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Fig. 1. The architecture diagram of rear projection display system 

2.2 Algorithm and implementation 

To correct the computer virtual technology-based PE teaching action, it is neces-
sary to construct a virtual reality system, and make real-time three-dimensional visual 
interaction of sports movements [17-18]. Firstly, the coordinate system transformation 
of the motion capture system and the motion relationship between various parts of the 
human body should be solved. If the human body is simplified into a multi-rigid sys-
tem, its motion form shall be a multi-body dynamics and kinematics solution process 
[19]. In order to strengthen the authenticity of the PE virtual reality system, the human 
body mathematical model and the three-dimensional geometry are combined to create 
a human kinematic behaviour model with physical properties, which is integrated into 
the PE virtual reality system through the VC++, ODE and APIs of Vega Prime. The 
physics engine open source code in conjunction with VC++ is used for secondary 
development [20]. 

The solving method of multi-body dynamics mainly includes the Lagrangian ana-
lytical mechanical equation [21-22]. Firstly, the rectangular Cartesian coordinates are 
used to create the reference coordinate system, that is, the geodetic coordinate system, 
and the unit vector is defined as 𝑒# = %𝑒#&, 𝑒#(, 𝑒#)*. Then, for the simplified human 
multiple rigid body, each tissue is simplified into a rigid local coordinate system 𝑆,, 
and its unit vector is defined as 𝑒, = %𝑒,&, 𝑒,(, 𝑒,)*. Finally, the unit vector of the rigid 
body is aligned with the local coordinate system of the rigid body, and the origin 
coordinates, displacement vector and rotation matrix 𝐶#,(3 × 3) of the rigid body 𝑆,’s 
centroid position are defined according to the unit vector of the reference coordinate 
system as shown in the following: 
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Fig. 2. Displacement vector coordinate system from reference system to rigid body center of 

mass 

According to Fig. 2, the displacement vector 𝑟⃑,(3 × 1) is defined by the rectangu-
lar coordinate system at the rigid body centroid position, and represented by a column 
matrix in the geodetic reference coordinate system, as shown in formula 1. The rota-
tion matrix 𝐶#,(3 × 3) is defined by the element matrix rotating around the coordinate 
axis and the Euler/Cardan angle 𝜙 = [𝛼 𝛽 𝛾];, as shown in formula 2. 

 (1) 

 (2) 

Thus, the six degrees of freedom of the rigid body 𝑆, in space are described by 
generalized coordinates (Formula 3). The matrix 𝜐,  of velocity vector at centre of 
rigid body 𝑆,and the angular velocity vector matrix 𝜃, are shown in Formula 4 and 5.  

  (3) 

  (4) 
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  (5) 

The human body system consisting of N rigid bodies was solved by the second 
type of Lagrangian equation, as shown in formula 6 and 7, where T is the kinetic 
energy of the N rigid bodies in the inertial system, expressed by the force 𝐹, and mo-
ments 𝑀, acting on the rigid body, G is the generalized vector, 𝑚, is the mass of the 
rigid body, and 𝐼, is the moment of inertia of the rigid body. 

  (6) 

  (7) 

2.3 3D human body model 

The 3D human skeleton model, i.e., the virtual human model, is constructed by DI-
Guy, and imported into the virtual scene in FLT file format, which can be used for 
character shape selection, motion scheduling, motion path planning and real-time 
display, as shown in Fig.3 [23]. The constructed 3D virtual human body model realiz-
es the modification of the configuration file and the calling of the model file through 
codes, and combines with VC++ to develop the virtual athlete model interface of 
virtual reality sports and then realize the real-time display of the virtual human sports 
movement in the virtual reality system. 

 
Fig. 3. Create human model 
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The virtual human model is decomposed into various parts. The head and the body 
[24-26], the left and right arms and the body, the left/right legs and the body, the left/ 
right soles and the left/right calves [27-29], and the palm and the arm are all socket-
jointed; the first finger knuckle connected to the palm is a ball joint, and the connec-
tion between other finger knuckles is the cylindrical hinge joint [30]. Fig.4 shows its 
topology diagram, where the virtual human model is simplified to a multi-rigid geom-
etry model, and constrained according to multi-rigid kinematics and dynamics theory. 

 
Fig. 4. Topological diagram of the connection between various parts of the human body 

The black ball shown in Fig.4 indicates the socket-joint connection, while the 
white ball means the cylindrical hinge connection (mainly the connection between the 
finger joints), Combined with the ODE physics engine, the moving parts of the mo-
tion model are connected by the hinged constraint pair, so as to achieve the freedom 
of motion for each joint part, and constrain the range. The constraint equations of all 
hinge types are represented by formula 8, where, 𝐽  and 𝛺are the Jacobian matrix 
𝑚× 3, 𝑣E, 𝜃E, and 𝑣F, 𝜃F are the line velocity and angular velocity of the two con-
nected objects respectively, 𝑑 is the right vector of the 𝑚× 1-order, 𝜏 is the constrain-
ing force vector of 𝑚× 1-order attached to the object for the establishment of the 
constraint equation and setting of the upper and lower limits, and 𝐴 is the r diagonal 
matrix of the 𝑚×𝑚 -order, i.e., the mediation matrix of constraining force [31]. 

  (8) 
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3 The Realization of Physical Education Motion Correction 
System 

3.1 Capture device 

For the Kinect real-time motion capture device, its core technology is skeleton 
tracking. The infrared emitter, depth camera and infrared camera are hidden inside the 
casing, and the time-of-flight distance measurement technology is used to project the 
infrared light into the space, thereby calculating the phase difference of the infrared 
light and also the distance from each point in the space to the depth camera [32-37]. 
In order to ensure the accuracy of physical education motion correction, it is neces-
sary to establish an all-dimensional stereoscopic display system. Therefore, multiple 
Kinect devices can be used to capture the sports movements at 360-degree through 
coordination in multi- angles, and the captured data can be synchronized to the com-
puter in real time. Through computer calculation, it can be projected to the projection 
screen and displayed with 3D glasses in real-time. The design and implementation of 
the physical education teaching motion correction system based on computer virtual 
reality technology requires comparing and evaluating the sports movements, making 
the sports action correction more intuitive and targeted. In addition, the current real-
time movement of the athlete should be compared with the standard movement, to 
display the gap between them in a visual form, and give the quantitative scores of the 
athlete’s sports movement standard degree [38-45]. 

3.2 Implementation and evaluation of virtual systems 

The technology device was used to measure, track and record the movement posi-
tion of the athlete’s various parts of the body during the movement, transforms the 
position into computer-recognizable data coordinates. Then, data analysis through the 
ordered logic program and algorithm was conducted, to generate the motion trajectory 
by the collected motion sequence. Finally, the real-time animation was generated by 
computer virtual reality technology, and can be played in a loop for physical educa-
tion motion correction. Therefore, virtual motion can be described as a form of real-
time spatial calculation based on computer technology. 

The accuracy of the motion capture information depends on the setting of the mo-
tion capture point, that is, the number and position of the capture points, which is 
decisive for the accuracy of the 3D data recognition and the data setting of the post-
generated skeletal animation. For this, the motion relationship between the various 
parts of the human body, that is, the kinematics and dynamics data of the joint points 
was algorithmically debugged. Besides, combining the data model with the three-
dimensional skeleton model, the kinetic behavioural model of the human body was 
created, which was integrated into the PT virtual reality system through VC++, ODE 
and API of Vega Prime.  
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Table 1.  Test score of related parameters between group A and B 

Category 
Group A Group B 

Deviation of 
Mean value 

t 
value p value 

Mean value Standard 
deviation Mean value Standard 

deviation 
Theory learning 16.47 1.89 10.82 2.27 1.46 2.89 < 0.05 
Sports action 32.36 3.56 28.4 4.43 2.16 2.21 < 0.05 
Accuracy 33.27 3.02 30.18 4.12 2.26 2.44 < 0.05 

 
In this study, the experiment group A and control group B were set up. The target-

ed correction teaching based on virtual reality physical education was carried out for 
experimental group A, under the premise that the indicators of both groups had no 
significant difference. After the comparison experiment for a period of time, the relat-
ed data were measured as shown in Table 1. Then, the mathematical statistics were 
made for the acquired data. It’s concluded finally that the data of the experimental 
group A was significantly better than that of the control group B, and the difference 
was significant (𝑝 < 0.05), as shown in Fig.5. Meanwhile, the questionnaire was also 
conducted to evaluate and analyse the information obtained, and achieve the signifi-
cant teaching feedback: 90% of students are interested in this kind of PE teaching 
mode based on computer virtual reality technology, thereby enhancing learning inter-
est and motivation 

 
Fig. 5. Standard deviation comparison between group A and B 

112 http://www.i-jet.org



Paper—Physical Education Motion Correction System Based on Virtual Reality Technology 

4 Conclusion 

The computer virtual reality technology is applied to the PE motion correction 
training, which can effectively solve the shortcomings of the traditional teaching 
mode, and correct the PE teaching actions in real time. Thus, the athletes can grasp 
the movement technical essentials as soon as possible and improve their training ef-
fect. The main research contents and conclusions are as follows: 

• The virtual reality software Vega Prime was applied to create the hardware archi-
tecture of virtual reality system, analyse the virtual human skeleton structure by 
motion hinge topology, and simplify the human body into multi-rigid body system. 
For this, multi-rigid kinematics and dynamic equations are used to solve. 

• The 3D human skeleton model, i.e., the virtual human model, was constructed by 
DI-Guy, and imported into the virtual scene in FLT file format. Then, combining 
with the skeleton structure and the joint motion law, the position data of the virtual 
human sports action could be obtained, and transmitted to the 3D human model in 
the virtual reality system through codes, so as to drive the virtual human model 
motion in real time. 

• Using the computer virtual reality technology, the PE motion parameters and index 
parameters were obtained. Through analysis of real-time motion data and human 
sports movement posture, it can realize the real-time PE motion correction teaching 
and training in the 3D visualization manner. 

• The PE teaching motion correction system based on computer virtual reality tech-
nology has obtained significant data advantages through comparative experiments, 
which provides a scientific basis for the evaluation of current PE teaching and 
training methods. 
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