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Abstract—The boom of Internet technology gives a boost to the 
informatization of education in China. Internet resources serve as a new carrier 
of knowledge, offering teachers and students an alternative to books. However, 
the exponential growth of Internet resources has greatly complicated the storage 
and allocation of resources. This paper attempts to fully utilize English teaching 
resources through effective resource management and allocation. Specifically, 
the features of English teaching resources were analyzed, and then the term 
frequency-inverse document frequency (TF-IDF) weight method and k-nearest 
neighbor (kNN) algorithm were improved to make resource allocation more 
efficient and effective. The improved methods were then verified through a case 
analysis. The results show that the improved kNN provides a feasible way to 
allocate English teaching resources. The research findings provide reference to 
the storage and allocation of teaching resources. 

Keywords—Teaching resources, k-nearest neighbor (kNN) algorithm, erm 
frequency-inverse document frequency (TF-IDF) weight, storage and allocation 

1 Introduction 

In recent years, the boom of network technology has ushered in the information age 
[1-2]. In the meanwhile, with the improvement of people's living standards, the educa-
tion industry has aroused an unprecedented concern of the whole society. Computeri-
zation has also been prevalent in various universities [3]. The surge of Internet tech-
nology has spawned digital education to make sure that knowledge transmission will 
be no longer limited to books. However, no matter where you are, as long as the In-
ternet exists, we can accept good quality education whenever and wherever possible 
[4]. According to data statistics, more than 80 % of schools across the country have 
accessed the Internet [5], and most of them also have independent multimedia educa-
tion resources. There is also the surge of in-school education platforms, greatly en-
riching the ways students receive education [6]. However, there are so many online 
education resources that a great challenge educational scholars face now is how to 
store, distribute and manage the complex education resources in the network [7-8]. 

In the past, the schools usually classified educational resources manually since the 
Internet was not popular. Only those with professional knowledge were allowed to 
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operate storage and distribution of teaching resources [9]. This classification method 
can yield accurate results only when there are less resources [10]. Manual allocation is 
inefficient and inaccurate as the number of resources continues to increase [11]. In 
this case, how to effectively store and classify the teaching resources in the network is 
a staggering problem that needs to be solved urgently [12]. 

For this purpose, in view of the fact that the general method is used for classifica-
tion and storage of English teaching resources [13], this paper outspreads the study on 
the storage and classification algorithm based on the properties of English teaching 
resources, but not combine the practices of it [14]. Based on the illustration of re-
source classification process, this paper analyzes how to choose feature resources, 
how to determine the weight based on TF-IDF and how to evaluate resultant resource 
allocation based on value F1. A teaching resource storage and allocation strategy is 
also proposed based on improved KNN algorithm. The findings show that the im-
proved KNN algorithm is feasible for storage and allocation of English teaching re-
sources; it has high operation efficiency and reliable classification results. 

2 Basic Theory for Resource Storage and Allocation 

It is usually required to pre-process resources for storage and allocation, select fea-
ture items that can represent resource properties to perform weight calculation, and 
select and train resource allocator to achieve the purposes of classifying, outputting, 
and evaluating new resources. The process of resource storage and allocation is shown 
in Figure 1. 

 
Fig. 1. Flow chart of resource classification 
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2.1 Selection of unique resources 

To filter the resources with strong properties from the mass of raw data for storage 
to reduce the dimensionality, the frequency of resources, mutual information, infor-
mation increase and chi-square statistics can be used, expressed using the DF、MI、
IG and x" statistics. Assume that there are n types of resources in the corpus, 𝑊$ rep-
resents j type of resources; 𝑇𝑍' represents i type of feature terms. 

DF represents a certain type of resources as percentage of the total. It can be calcu-
lated by Formula (1). 

  (1) 

Where, 𝐹(𝑇)' is the number of resources containing feature item	𝑇𝑍'. 
In actual operation, the threshold M of resources reserved is usually set in advance. 

When the frequency of a certain type of stable resources is greater than M, it is re-
served; otherwise, it is scrapped. Although this method is operated simply, it is likely 
to accidentally remove resources containing important features, so is rarely used alone 
in practice. 

MI refers to the extent to which the resource text is correlated to the feature item, 
as shown in Formula (2). 

  (2) 

Where, P(T𝑍'|𝑊$) represents the frequency that T𝑍'  appears in 𝑊$ ; P(𝑊$) repre-
sents the frequency of resources 𝑊$ as percentage of the total resources; P(𝑇𝑍') repre-
sents the frequency of resources that contain feature items. 

IG represents the importance of the feature item in the corpus by calculating the in-
formation gap of the corpus in the case when it owns or does not own a feature item, 
as shown in Formula (3). 

 (3) 

Where, P(𝑊$|T𝑍') represents the probability that 𝑊$ contains T𝑍'; P(𝑊$|T𝑍011111) rep-
resents the probability that 𝑊$ does not contain T𝑍'. 

In practice, although information increase is an effective method, there are still 
phenomena that may interfere with the allocation results. 
𝑥" statistics evaluate the extent to which both are correlated to each other by calcu-

lating the chi-square values of T𝑍' and 𝑊$, as shown in Formula (4). 
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  (4) 

Where, A represents the number of resources that belong to 𝑊$and contains T𝑍'; B 
represents the number of resources that belong to 𝑊$ but do not contain T𝑍'; C repre-
sents the number of resources that do not belong to 𝑊$ but contain T𝑍'; D represents 
the number of resources that neither belong to 𝑊$ nor contain T𝑍'. 

Since the chi-square statistics can well reduce the dimension of corpus, here uses 
this method as the option of feature items. 

2.2 Weight determination 

After selecting the feature resources, in order to differentiate contribution values of 
resources with different features to the total corpus, the weight should be assigned to 
resources with different features. The term frequency-inverse document frequency, 
referred to as TF-IDF, is introduced. 

The core idea of the method is to recognize the unique resource that appears at a 
higher frequency in a certain type of resources but does at a lower frequency in other 
resources, and given a higher weight, as shown in Formulas (5), (6), and (7). 

  (5) 

  (6) 

  (7) 

Where, T𝐹'3 represents the frequency at which feature item T𝑍3 appears in a re-
source 𝑊' ; 𝐼𝑊𝐹3  represents the frequency of T𝑍3  in the reverse resource in 
𝑊';	𝑁'3	represents the number of occurrences of T𝑍3 in 𝑊'; 𝑁3 represents the number 
of resources containing T𝑍3. 

Although TF-IDF has a better effect than other weight algorithms, there are still 
gap that it has not considered whether the feature items T𝑍3 are evenly distributed in 
all resources or concentrate in one resource. Therefore, Formula (7) can be improved 
as follows: 

  (8) 
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Formula (8) can calculate the weight T𝑍3 more accurately by remeasuring the dis-
tribution of T𝑍3 across the resources, in order to improve the allocation result. 

2.3 Resource allocation evaluation index 

To evaluate the allocation of teaching resources, the precision rate (as shown in 
Formula (9)), recall rate (as shown in Formula (10)), F-metric value (as shown in 
Formula (11)), macro value F1 (as shown in Formula (12)) and other indicators are 
used, of which the last two are more common. 

  (9) 

  (10) 

Where, TP, TP represent the numbers of correctly and incorrectly allocated re-
sources, respectively; FN represents the number of texts that belongs but are not allo-
cated to a type of resources. 

  (11) 

  (12) 

Where, the macro value F1 is the average of all F-metric values. 

3 Resource Allocation Based on KNN Algorithm 

3.1 Algorithm introduction 

The core idea of Proximity algorithm (K − NearestNeighbor), referred to as KNN 
algorithm, is [15]: In the feature space, if the majority of the K samples most adjacent 
to one sample belong to a certain type, the test sample also belongs to it and has at-
tributes as this type of samples has [16]. 

As shown in Figure 2, the training set has two classes, i.e. red five-pointed star and 
green square, and blue circle is a sample to be classified. When K = 3, there are two 
red and one green samples among the three closest to the blue one, the sample is clas-
sified into red class. When K = 5, there are three red and two green ones among the 5 
samples closest to the blue one, the sample is classified into green class. It is obvious 
that the results are subject to different value K. 
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Fig. 2. Sketch map of the KNN algorithm 

In general, the Euclidean distance method (Formula (13) and the included angle 
cosine method (Formula (14) can be used to calculate the distance between two re-
sources. 

  (13) 

  (14) 

Where, 𝑤'3 , 𝑤$3  represent the weights of the feature items the texts 𝑑' ,	𝑑$  corre-
spond to. 

3.2 Implementation of algorithm 

As there are many training sets in the teaching resources, the computation load of 
the KNN algorithm is larges. There is also serious uneven distribution between differ-
ent types of resources. In this case, the traditional KNN algorithm should be im-
proved. The computation load of KNN algorithm can usually be reduced by two ways, 
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Here is the second way, that is, a density tailoring strategy is used for the original 
training samples to minimize the dimensions of the training set and further reduce the 
time complexity of the algorithm. The KNN algorithm can be improved by the fol-
lowing procedures, as shown in Figure 3. 

 
Fig. 3. Basic procedure for improving KNN algorithm 

Step 1: Express the training and the test sets with a vector space model; 
Step 2: Calculate the spatial distance between the resource to be allocated in the 

test set and the resource available in the training set by Formula (13) or (14); 
Step 3: determine value K, and select k training set resources most similar to the 

resources to be classified; 
Step 4: determine weight, and count and classify the resources to be allocated in 

the test set. 
For the key parameters in the improved algorithm, Hpts usually takes 6 %-8 % of 

the average number of samples. Minpts usually takes the integer between [0, Hpts]; ε 
is determined by the Formula (15). 
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  (15) 

Where, 𝐷𝑖𝑠𝑡UVWX(𝑋') is the closest distance between sample k and sample (𝑋'). 

4 Case Analysis 

The constructed corpus contains 5,000 types of teaching resources, including 3,600 
resources in the training set and 1,400 resources in the test set. K is changed from 5 to 
40, the change trend of the macro value F1 is shown in Figure 4. 

 
Fig. 4. Macro value F1 as a function of value k 

As shown in Figure. 4, when K changes from 5 to 20, the macro value F1 gradually 
increases, and when K increases from 20 to 40, the macro value F1 gradually decreas-
es. Therefore, when value K takes 20, the classification effect comes the best. 

Further, the allocation effects of teaching resources before and after KNN is im-
proved are compared. As described above, Hpts takes 10 and Minpts takes 1~10. The 
training samples are tailored using a density tailoring strategy. The results are shown 
in Table 1. 
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Table 1.  Tailoring of training set 

Minpts Number of clippings Cutting ratio 
1 156 0.05 
2 169 0.06 
3 172 0.06 
4 272 0.09 
5 321 0.11 
6 365 0.12 
7 368 0.12 
8 371 0.12 
9 382 0.13 

10 424 0.14 
 
Tailoring scales correspond to respective effects shown in Figure 5. 

 
Fig. 5. Curve of tailoring scale as a function of values Minpts 

As shown in Table 6-4, the tailoring scales decreases as the value Minpts increas-
es. The classified macro values F1 are compared, as shown in Figure 6. 
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Fig. 6. Curve of value Minpts before and after algorithm is improved 

As shown in Figure 6, the improved KNN algorithm can achieve better allocation 
of teaching resources when Minpts takes 8~10. It is further explained that the im-
proved algorithm is effective, not only can save the time of resource allocation, but 
also improve the effect of resource allocation to a certain extent. 

5 Conclusion 

This paper discusses the storage and allocation strategies for English teaching re-
sources. Main conclusions are drawn as follows: 

• The basic theories involved in the process of resource allocation are deeply ana-
lyzed, and feature extraction, weight calculation and evaluation on allocation effect 
are expounded; 

• The KNN algorithm has been improved. Aiming at the gaps of traditional KNN 
algorithm in teaching resources, an improved KNN algorithm is proposed based on 
the density tailoring strategy. 

• Application case analysis compares different values K and pre- and post-tailoring 
values Minpts . It is proved that the improved KNN algorithm can effectively re-
duce the time complexity of the algorithm, and the resource allocation effect is also 
improved. 
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