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Abstract—eLearning as technology becomes more affordable in higher education but hav-

ing a big barrier in the cost of developing its resources. Deep learning using artificial intelli-

gence continues to become more and more popular and having impacts on many areas of 

eLearning. It offers online learners of the future with intuitive algorithms and automated deliv-

ery of eLearning content through modern LMS platforms. This paper aims to survey various 

applications of deep learning approaches for developing the resources of the eLearning plat-

form, in which predictions, algorithms, and analytics come together to create more personalized 

future eLearning experiences. In addition, deep learning models for developing the contents of 

the eLearning platform, deep learning framework that enable deep learning systems into 

eLearning and its development, benefits & future trends of deep learning in eLearning, the 

relevant deep learning based artificial intelligence tools and a platform enabling the developer 

and learners to quickly reuse resources are clearly summarized. Thus, deep learning has 

evolved into developing ways to repurpose existing resources can mitigate the expense of con-

tent development of future eLearning. 

Keywords—eLearning, Deep Learning (DL), Learning Management System (LMS), 

Artificial Intelligence, Machine Learning. 

1 Introduction 

Due to the advent of information and communication technology (ICT) in the cur-

rent era, there has emerged a multiplicity of applications in Higher Education (HE). In 

that context, eLearning was launched as a way of responding to the new set of educa-

tional demands. eLearning has been defined as learning management software sys-

tems that synthesize the functions of computer-mediated communications software 

and online methods of delivering course materials [7]. One of the most important 

reasons given for the large-scale investment in web-based technology is their potential 

to enhance teaching and learning [22], as well as to encourage the development of 

student-centered, independent learning [30] and to foster a deeper approach to learn-

ing [12]. According to a survey conducted by [9], eLearning content development for 

one hour varied from 49 to 125 hours. Although the advent of eLearning environment 

promised more flexible and independent learning due to its scalability, it can still pose 

a barrier to institutions that can’t afford the initial investment. So, developing ways to 

repurpose existing eLearning resources can mitigate the expense of content develop-

ment. 

As we progress in the field of AI, new techniques such as deep learning and artifi-

cial neural network are being developed to improve the effectiveness of machine 

learning and making the applications of AI far-reaching and meaningful. Machine 
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learning tries to model the world, but deep learning attempts to model the human 

brain to create and maintain its own representations of the world. Deep learning in-

volves algorithms that predict possible outcomes based on user data, which allow a 

computer to display behaviors learned from experiences, rather than human interac-

tions. It enables automation using algorithms to learn from data and make determina-

tions and predictions. Every new information that the deep learning model receives 

makes it more intuitive. 

Due to massive information overload on the web, it’s hard to index and reuse exist-

ing contents. Classifying contents according to domain-specific concept hierarchies 

could address the problem of indexing and reusability. As a result, automatic classifi-

ers are in high demand due to the difficulties in manual classification. Deep learning 

can aid in eLearning developing by improving the classification of elements of con-

tent, as digital learners increasingly expect content to be offered in multiple formats 

and on a variety of platforms. In the eLearning domain, the deep learning process 

takes place autonomously, from extracting and evaluating the data sets from the LMS 

to predicting what online learners need to be based on their past performance. 

This paper summarizes the impacts of deep learning for resource management in 

eLearning, as well as discuss how it will shape eLearning in the future. We briefly 

review four relevant aspects from learner and developer perspectives: 

 Motivations of applying deep learning in eLearning 

 Deep Learning Framework for developing the contents of the eLearning   platform 

 Tools and platforms that enable deep learning systems into eLearning and its de-

velopment 

 Benefits & future trends of DL in eLearning 

The rest of the paper is planned as follows: Section 2 focuses on a survey related to 

deep learning in eLearning. Section 3 describes deep learning techniques in the devel-

opment of eLearning platform. Section 4 covers the benefits of DL in eLearning. 

Tools, platforms and Future trends of DL in eLearning is discussed in section 5 and 

section 6 concludes the summary. 

2 Literature Review 

Deep learning process data from the lower level to a higher level and gradually 

composing increasing semantic concepts, simulates the hierarchical structure of the 

human brain. Recently, deep learning is growing as the most popular tool for big data 

analysis [40] and artificial intelligence [40]. By using deep learning algorithm, artifi-

cial intelligence has a big breakthrough in many areas, such as face recognition [40], 

image processing [3], and speech recognition [2]. Inspire by those, an attempt has 

been made to survey the impact of deep learning in an eLearning environment. 

iJET ‒ Vol. 15, No. 1, 2020 189



Paper—Deep Learning: The Impact on Future eLearning 

2.1 eLearning 

eLearning is a type of delivery method used in distance education that allows the 

synchronous and asynchronous exchange of resources over a communication network 

[23]. It is a system surrounding the learner and the teacher in terms of technical and 

social aspects, which promote communication and collaboration among students and 

instructors [24]. Distance learning, at times called e-learning, is a formalized showing 

and learning framework particularly intended to be completed remotely by utilizing 

electronic correspondence [11]. Many higher institutions have been using course 

management software (e.g., Blackboard, LMS, WebCT, and Moodle) to provide 

eLearning that complement traditional classroom-based instruction. Authors in the 

literature [32] and [1] argue that eLearning offers a balance between the technology 

enablers and the acceptance issue. Rosenberg in [32] made available an important 

roadmap for keeping the e-learning in sustainable and continuous growth of showing 

twenty-year chronology of e-Learning evolution. Incorporating the recent technology 

Web 2.0 in the learning process is complex, but at the same time may shift the para-

digm of learning and training, podcasts, weblogs, wikis and web sharing applications 

induced e-Learning 2.0 to emerge [16]. E-Learning 2.0 environment is more focus on 

engaging the students in the learning process. 

The main difference between traditional machine learning and deep learning algo-

rithms is in the feature engineering which requires domain expertise and a time-

consuming process (Fig.1). Deep learning algorithms involve automatic feature engi-

neering, whereas we need to handcraft the features in traditional machine learning 

algorithms. Deep learning combines advances in computing power and neural net-

works with many layers (Fig. 2) to learn complicated patterns in large amounts of 

data. It is an extension of a classical neural network and uses more hidden layers so 

that the algorithms can handle complex data with various structures [14]. 

 

Fig. 1. Machine learning vs. Deep Learning 

 

Fig. 2. Deep learning with two hidden layers. 
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Deep learning includes four common algorithms that allow the system to predict 

future outcomes and detected patterns based on specific user data. 

 Supervised learning algorithm uses past examples and new data sets to predict the 

outcomes. Initially, the system starts with provided inputs and outputs to train the 

software. Then, the system can automatically construct outputs or targets for new 

data sets over time. 

 Unsupervised learning algorithms do not involve any labels or data classifications. 

The system evaluates data to identify patterns and make inferences or predictions. 

 Semi-supervised learning algorithm combines unlabelled data and human-based 

training, in which labelled online resources are provided to map out certain inputs 

and outputs with greater accuracy. 

 Reinforcement learning algorithm includes a specific task or goal that the system 

should complete. Throughout the process, it receives feedback to learn the desired 

behaviours for the most effective approach via reinforcement signals. 

2.2 Deep learning applications in eLearning 

Personalized learning path [10]: It is a learner-centered eLearning approach that 

emphasizes learner-specific goals and objectives, as well as preferences for mapping 

the courses. A sequence of courses or learning materials frames the learning path that 

allows learners to build their knowledge progressively. It is generated and changed 

dynamically based on learner’s job roles, their area of interest, learners’ progress, 

learning preferences, demographic information, competencies or knowledge levels, 

etc. Usually, a learner model is built at the back-end to identify, collect and update 

variables to personalize different content to each individual learner. 

Chatbots [34]: It acts as the virtual assistant that provides conversational answers, 

serves as a quick reference guide, and as a knowledge management tool can tap into 

various sources of information that are distributed across the organization. An intelli-

gent tutoring system presents a learning concept with a series of conversations for 

coaching and performance support. 

Performance indicator [39]: It is used to pinpoint a certain learning pattern, such 

as significant changes in course failings, so instructors can advise the students before 

it is too late. It will also provide a more effective way to analyze learner engagement 

data and identify their patterns. Accordingly, the suggestion for the redesign of the 

content will be provided as additional support to learners who are failing to complete 

a course or a learning activity. 

Virtual teaching assistant [35], introduced by Georgia Institute of Technology, 

online classes to answer questions with distinct and clear solutions. The students can 

ask the same kind of questions repeatedly which will help to increase their knowledge 

base in different contexts. 
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3 Deep Learning Framework for eLearning 

There are five widespread kinds of information [17]: 

 Sequences 

 Association 

 Classifications 

 Clusters 

 Prediction 

Similarly, the general purpose of deep learning model is to provide powerful solu-

tions to associations, classifications, clusters and predictions problems. In the eLearn-

ing applications, the commonly used deep learning models include: 

 Convolution neural network (CNN): The CNN was first proposed and applied 

method for the high-dimensional image analysis by [26]. It consists of convolu-

tional filters, which transform 2D into 3D. 

 Recurrent neural network (RNN): It is a neural net architecture with recurrent 

connections between hidden states and has the capability of learning sequences and 

model time dependencies also. The recurrent connections are used to detect rela-

tionships not only between inputs but also over time. Therefore, it is well suited to 

health problems that often involve modelling clinical data changes over time [41]. 

 Deep belief network (DBN): This model has a unidirectional connection at two 

layers on the top of layers. The hidden layers of each sub-network serve as a visi-

ble layer for the next layer. 

 Deep neural network (DNN): It has more than two layers, which allows the com-

plex non-linear relationship. 

 

Fig. 3. Deep Learning Framework for the eLearning environment 
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The framework (see Fig.2) shows the ways in which deep learning models can aid 

in eLearning development by using:  

 Existing learning resources to produce the personalized learning path and classifi-

cation of the contents based on learner’s interest. 

 Learner’s historical data to predict their performance and associate course map for 

individual learners. 

 Facial expressions of learners to predict their emotions in the eLearning environ-

ment. 

 Mentor’s skills and experience to support peer-to-peer interactions with the learn-

ers. 

 Information, say, in a video, an infographic, the text file containing the video tran-

script, and a chat-based quiz that offers feedback. 

Table 1 summarizes the recent applications deep learning in eLearning, technical 

advantages and limitations of each deep learning models. 

Table 1.  Deep Learning Models Summary in eLearning 

Model Recent Applications in 

eLearning 

Advantages Limitations 

CNN 

Predict the latent factors of the 

learning resources. [36] 
Using facial expression to detect 

the emotions of students [37] 

Provide very good performance 

for 2D data. Model learning is 
fast 

Need lots of labeled data for 

classification 

RNN 
Student Feedback Prediction 

using Kinect [20] 

Learn sequential events and 

model time dependencies. 

Provide good accuracy in 
speech & character recognition 

and NLP related tasks 

Need big datasets. 

Has many issues due to gradient 

vanishing 

DBN 

Natural language understanding 

[33], Large-vocabulary speech 

recognition [18], [25] 

Supports both supervised and 

unsupervised learning model 

Initialization process makes the 

training process computationally 

expensive 

DNN 

Visual representational trans-

formations in distance learning 

[29] 

Widely used with great accura-

cy 

Training process is not trivial as 

the error propagated back to the 

previous layers and becomes 
very small 

Learning process is also too 

much slow 

 

As digital learners increasingly expect content to be offered in multiple formats, 

many eLearning developments “repurposing” the existing resources and implement-

ing “plus-one” design. A developer focus on the track in which the concept is men-

tioned and explained, then locate the content to reuse it. Alternatively, a deep learning 

tool can identify and efficiently locating suitable resources, thus enabling the devel-

oper to quickly reuse content. Automating this process enhances the consistency of 

learning resources and facilities across platforms while also saving development time. 
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4 Deep Learning Tools for eLearning Platform Development 

Table 2 shows the tools and platforms for deep learning tools in eLearning applica-

tions. The advent of available DL tools and components allows eLearning developers 

to purchase or license algorithms to avoid the time and expense of developing their 

own. 

Table 2.   Deep Learning Tools and Platforms in eLearning Applications 

Tools & Platforms Features 

AIaaS (AI as a Service) [4] Cloud based AI tools and algorithms for the eLearning development 

Microsoft Azure [27] Cloud based AI applications, such as image recognition or bot-based apps 

IBM’s Watson [21] Cloud-based AI services to use with Watson platform 

Amazon Web Services [5] Amazon’s cloud-based AI services 

Google’s Tensorflow [38] An open source artificial intelligence library, using data flow graphs to build 
models and allows developers to create large-scale neural networks with many 

layers 

Caffe [8] A cross-platform support C++, Matlab, and Python programming interfaces 

MXNet [28] An open source software library for numerical computation using data flow 

graphs and supports DL architectures CNN and RNN 

Theano Provides capabilities like symbolic API supports looping control (scan), which 

makes implementing RNNs easy and efficient 

Keras Theano based deep learning library 

ConvNet [13] Matlab based convolutional neural network toolbox 

Deeplearning4j [15] An open-source, Apache 2.0-licensed distributed neural net library in Java and 

Scala 

Apache Singa [6] Open source library for deep learning 

 

When considering using deep learning in the eLearning development, it’s advisable 

to choose a platform carefully as each platform has its own strengths and weaknesses. 

It also depends on the needs of the developers and learners as well as the technical 

skills of the developers who will be binding these tools and services to create deep 

learning enhanced eLearning tools. 

5 Discussion on Future Trends of Deep Learning in eLearning 

There are a variety of benefits that deep learning can offer online learners of the fu-

ture, as well as organizations who invest in modern eLearning platforms that feature 

intuitive algorithms and automated delivery of eLearning content. Here are just a few 

of the most notable advantages for discussion: 

Deep learning delivers more personalized eLearning content as it predicts out-

comes based on past performance and individual learning goals to provide specific 

eLearning content in a personalized format. For example, it may skip several eLearn-

ing modules for more advanced online learners or take a more comprehensive, linear 

approach for those who still lack basic knowledge. Also, an online learner’s history 

reveals that they prefer concrete eLearning activities, then, the system automatically 

adjusts their eLearning course map to recommendations that build related talents and 
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abilities. [31] Proposed a framework for automatic online personalization through the 

recommendation process using artificial neural network techniques on different da-

tasets. 

Deep learning supports better resource allocation of online resources. So that 

online learners receive the exact online resources they require to fill gaps and achieve 

their learning goals. Also, it will allow the developers to spend less time analyzing 

graphs and LMS metrics, and more time developing powerful eLearning content. 

Deep learning can automate the scheduling coursework for online learners or de-

livering online resources based on their eLearning assessment results or simulation 

performance. In the near future, it is possible to automatically generate unique 

eLearning course maps for every online learner who enrolls in the eLearning course. 

Deep learning should improve eLearning return on investment (ROI) by providing 

less online training time and greater personalization translates into a broader profit 

margin. Deep learning models disclose hidden online training gaps to address the 

inadequacies and neglect other areas of the online training program that are no longer 

relevant and aren’t resonating with online learners. 

With the help of deep learning, online learners receive an individualized experience 

instead of a generic eLearning course that focus on irrelevant topics. So, the learners 

get motivated to engage with the eLearning content and reach their potential. In the 

future, a private virtual tutor may offer coursework which is necessary for the learn-

ers. 

Deep learning system offers a comprehensive overview of big data and uses it to 

predict the outcome. For instance, online assessment results or survey findings. It can 

make peer-to-peer interactions more productive. For example, match mentors to 

online learners who can benefit from their specific skills or past experiences. 

Apart from the quality of learning, deep learning presents an extremely valuable 

solution for training in industries with a high rate of dynamism with adaptive learning 

environments. Companies that need to update their course material on a continuous 

basis will benefit from deep learning as it can accurately predict how course material 

needs to improve and change. Adaptive learning technologies would give rise to com-

pletely personalized environments with content that not only changes but are created 

based on the individual needs of the learner. [19] Used Artificial Neural networks for 

generating adaptive lessons, their work showed the usefulness of the techniques based 

on some training, which is considered the main drawback of classical methods. 

Deep learning environments can also analyze data across all personalized training 

instances intelligently, to recommend improvements and highlight inefficiencies that 

would not be possible otherwise. There is the benefit of using deep learning for trans-

lating content into other languages. 

We have a responsibility to actively engage in the decision-making process, safe-

guard the practice and seek diversity of input for guidelines in the eLearning envi-

ronment development, which will optimize the probable of personalized and adaptive 

learning to improve learning and performance outcomes of the learners. 
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6 Conclusion 

The use of technology to deliver learning has become a trend in the industry and 

has been termed, eLearning. It is necessary today for being an active learning perspec-

tive and engaging the students with the learning resources, deeply participating in the 

class and collaborating with each other and the teacher, rather than listening and 

memorizing. The students need to be motivated to demonstrate a process by simula-

tion, analyzing an argument, or applying a concept to a real-world situation. There-

fore, the care in organizing materials in the eLearning platform is essential. To im-

prove existing e-learning applications, smart deep learning environments should, 

however, to provide personal services to help a learner use, manage, and interact with 

the learning system. Several studies have investigated the use of virtual and intelligent 

tutoring techniques, such as personalized learning interfaces and adaptive learning. 

These efforts have generally highlighted technology development but had little con-

cern for effective instruction or pedagogy to enhance learning performance. Deep 

learning can apply user-centered design principles, to create new content, to know the 

target learners and design accordingly based on their needs and personalization of 

learning will exponentially improve as the learners acquire knowledge and process 

information and deploy learning best suited to learners. 
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