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Abstract—It aims to apply the neural network algorithm to the mining of 

educational resource data and provide new ideas for the intelligent development 

of teaching evaluation. The Apriori algorithm is modified with the decision tree 

based on the research of existing university teaching evaluation system. The 

modified Apriori algorithm is applied to analyze the correlations of the teaching 

evaluation results to the teacher’s age, gender, professional title, and academic 

qualification. The back propagation (BP) neural network model is improved as 

the DEA-BP based on the differential evolution algorithm (DEA). The DEA-BP 

model is applied to the prediction of teaching evaluation results for analysis. 

The results show that the execution time of the modified Apriori algorithm is 

significantly better than that of other models. In addition, the teacher’s age (40 - 

50 years old or 50 - 60 years old), gender (female), professional title (senior or 

deputy senior), and academic qualifications (undergraduate or master) have re-

liable correlation with the teaching evaluation results (excellent). When the 

DEA-BP algorithm is adopted to predict the teaching evaluation results, the av-

erage absolute error (1.05%) and the relative accuracy rate (95.44%) between 

its prediction value and the true value are optimal. Therefore, the Apriori algo-

rithm and DEA-BP algorithm can intelligently extract the potential laws and 

knowledge in the teaching evaluation data, and provide support for teaching 

evaluation decisions. Thus, it exerts the role of promotion in the mining of edu-

cational resource data in universities and the intelligent development of deci-

sion-making systems. 

Keywords—Decision tree; Apriori algorithm; differential evolution algorithm; 

BP neural network; teaching evaluation 

1 Introduction 

The popularization of higher education is also accelerating day by day with the 

continuous deepening of education reform, so the status of teaching level evaluation 

and its role in education reform have become increasingly important [1]. The indica-

tors for teaching evaluation are vague and diverse, and the filling is used to obtain the 

levels of “excellent”, “good”, “qualified”, and “unqualified” in practice [2]. Teaching 

evaluation can play an important role in promoting the development of the college 

and ensuring the quality of talent training in college. At present, the educational re-
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source data is massive, multi-dimensional, and dynamic. How to mine the connections 

among internal factors from these data, and then transfer the extracted knowledge to 

the decision support system [3]? The main forms of decision support systems are 

databases, expert systems, and artificial intelligence systems combining the database 

and data mining [4]. The advantage of data mining technology is that it can realize in-

depth analysis through computer technology with the existing information. Thus, it 

can greatly reduce the use of manpower and material resources, and has important 

significance for college education managers to make important decisions [5]. The 

algorithms commonly used in data mining currently include the decision trees, associ-

ation rules, and random forests [6]. Applying the neural network algorithms in the 

mining of educational resource data can provide new ideas for the intelligent devel-

opment of teaching evaluation. 

Therefore, the teaching evaluation intelligent decision-making system is optimized 

with the improved data mining algorithm based on the existing teaching evaluation 

systems of Xi’an International University. In addition, the results of this study are of 

great significance for promoting the intelligent development of teaching evaluation. 

2 Methodology 

2.1 Basic framework of decision support system based on the education data 

mining 

Data mining technology refers to obtaining the hidden, potential, and advanced in-

formation from a large amount of data in a database or data warehouse. The combina-

tion of data mining, database, and online analytical processing technology can enable 

the system more comprehensive [7]. The basic structure of the decision support sys-

tem based on the educational resource data mining proposed based on the above theo-

ry is shown in Figure 1. It indicates that the system covers the database technology, 

online analytical processing technology, and data mining technology. 

2.2 Improvement on fast association rules based on the decision tree 

The decision tree [8] is to classify the educational resource data. The classified data 

is mined with the modified Apriori algorithm, which is compared with other algo-

rithms to prove its effectiveness. When a decision tree is constructed, it is necessary to 

reduce the disorder in the new child nodes that appear after splitting, so the quality of 

the node splitting has to be introduced by using the introduced indicators. In addition, 

the information gain (IG) and Gini index are incorporated into the decision tree in this 

study. As an important algorithm in the classification algorithm under the decision 

tree, the Iterative Dichotomiser 3 (ID3) is to select the attribute of each hierarchical 

node of the decision tree. It is necessary to use IG to select the attribute, and finally to 

achieve the obtained. test of each non-leaf node. The largest category information 

recorded by the test can be obtained. The attribute with the largest IG can be obtained 

based on the comparison of the IG sizes of different attributes.  
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Fig. 1. Basic structure of the decision support system based on the  

educational resource data mining 

It is assumed that the set of data samples is A and the category label is n, then n 

different categories are Ci. If Ai is the number of samples in Ci, then the expected 

value of information for sample classification can be expressed as equation (1): 

 𝐼(𝐴1, 𝐴2,⋯ , 𝐴𝑛) = −∑(𝑖 = 1,2，⋯ , 𝑛)𝑝𝑖 𝑙𝑜𝑔2(𝑝𝑖) (1) 

Equation (1) reveals that the total entropy of the system is the weighted average of 

the information amount of different categories of data, and 𝑝𝑖 = 𝐴𝑖/𝐴 (that is, the 

probability that any sample belongs to the category Ci). 

It is supposed that attribute S contains m different values (s1, s2, …, sm), so A can 

be divided into different subsets (A1, A2, …, Am) with the attribute S, where the 

sample of subset Ai is Sj (j=1,2, …, m) with the same value on the attribute S. If Aij 

is the number of samples in the category Ci of the data in the subset Aj, the expected 

value of information for dividing the data set S into subsets is given as below: 

 𝐸(𝑆) =
∑ (𝑎1𝑗+𝑎2𝑗+⋯+𝑎𝑛𝑗)
𝑚
𝑗=1

𝑎⋅𝐼(𝐴1,𝐴2,⋯,𝐴𝑛)
 (2) 
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The smaller the expected value of information, the higher the purity of the subset. 

If a certain subset a is given, the expected value of its information can be calculated 

with below equation: 

 𝐼(𝐴1𝑗 , 𝐴2𝑗, ⋯ , 𝐴𝑛𝑗) = −∑ 𝑝𝑖𝑗 𝑙𝑜𝑔2(𝑝𝑖𝑗)
𝑛
𝑖=1  (3) 

Then, the obtainable IG of the subset in the attribute S can be expressed as below: 

 𝐼𝐺(𝑆) = 𝐼(𝐴1, 𝐴2, ⋯ , 𝐴𝑛) − 𝐸(𝑆) (4) 

Then, the On-Line Analysis Processing (OLPA) [9] is used for modification of the 

Apriori algorithm, the central idea of which is given as follows. All items in the data 

set whose number of items are less than k have no impact on the frequent data set that 

produces k items, it has to find a set of k length in the index item when looking for a 

set of frequent k items; the candidate data is determined by the data from the database, 

and then the data set Lk of the frequent item k can be determined. In this way, the 

scanning efficiency of the algorithm can be improved. In order to obtain the specific 

location of the data transferred into the memory, the index table is introduced to 

search for set of frequent item k, and is constructed with a conventional method. The 

length of the data combination is set to Len. The basic process for modification of the 

Apriori algorithm is shown in Figure 2. 

Define set T, min-sup, min-cono

Accumulation and operation

Looking for Lk

For each itemset I∈Lk-1 do

Storage TQ=φ

For each itemset {I2丨I2∈Lk-1} do

Strat

Connect, generate candidate set

Is the item set in TQ?

Initial count value +1

Add item set to TQ

Is Lk found in all L?

Are all I non-empty 

syndrome subsets?

Output

End

Yes

Yes

Yes

No

No

No

 

Fig. 2. Modification process of Apriori algorithm based on OLPA 

A fast Apriori algorithm is proposed based on the Apriori algorithm modified with 

OLPA and combining with the ID3, and the implementation flows of the algorithm 

are shown in Figure 3 as below. 
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Fig. 3. Implementation flows of fast Apriori algorithm 

2.3 Construction of BP neural network model based on differential evolution 

algorithms 

The typical DEA is similar to genetic algorithms (GA), and also involves three 

kinds of operations: selection, crossover, and mutation [10]. If the expression of an 

individual is xi, G, where G is an algebra. In the operation of mutation, a new mutant 

individual Ui, G can be generated for each individual xi, G with the following opera-

tions, which can be used as a random variable: 

 𝑈𝑖,𝐺 = 𝑥𝑟1,𝐺 + 𝐹(𝑥𝑟2,𝐺 − 𝑥𝑟3,𝐺) (5) 

In the above equation, 𝐹 ∈ [0,2]. 
In the operation of crossover, a random variable Randomi is firstly generated, and 

the crossover between the target individual xi, G and the mutated individual Ui, G is 

performed to generate a test individual Vi, G. During generation of the test individual, 

it is necessary to perform individual evolution and ensure that at least one of the ran-

domly selected test individuals Vi, G can contribute to the Ui, G. The process of 

crossover is given as below: 

 
,

,G

,

,

,

ji G j i

ji

ji G j i

u Rand CR or j Random
v

x Rand CR and j Random

 =
= 

 

 (6) 

In the above equation, Randj is a random real number evenly distributed in the 

range [0, 1], CR is a crossover factor and is in the range of [0, 1], and Randomi is a 

random integer in the range of (1, 2, …, m). 
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The greedy selection strategy can be used for selection. It is assumed that the new-

ly generated descendant vi, G+1 has a better fitness than xi, G, then the descendant vi, 

G+1 can enter the next generation, otherwise the descendant vi, G+1 is retained. The 

process of the selection is shown as below: 

 𝑥𝑖,𝐺+1 = {
𝑣𝑖,𝐺 , 𝑖𝑓 𝑓𝑖𝑡(𝑣𝑖,𝐺) < 𝑓𝑖𝑡(𝑥𝑖,𝐺)

𝑥𝑖,𝐺 , 𝑖𝑓 𝑓𝑖𝑡(𝑣𝑖,𝐺) ≥ 𝑓𝑖𝑡(𝑥𝑖,𝐺)
 (7) 

The implementation flow of DEA is shown in Figure 4. The parameters involved in 

DEA include the mutation factor, population size, crossover probability factor, di-

mension, maximum number of iterations, and termination conditions. 

Initialization parameters

Initialization population

Calculate individual fitness function

Is the termination 

condition met?

No

Mutation, cross, choiceOutput

Yes

Strat

Number of iterations +1

End

 

Fig. 4. Calculation flows of DEA 

When the population size or crossover probability factor is too large, the complexi-

ty of the algorithm will be increased. Small population size or crossover probability 

factor will cause the algorithm to premature, so that it falls into the local optimal solu-

tion. Thus, the population size has to be greater than 4, and the crossover probability 

factor has to be determined according to the actual situation. If the variation factor is 

too large, the local optimal solution also can be resulted in; while if it is too small, the 

difference between populations will be small. In addition, the number of iterations in 

this study is set to 10, and the termination condition is set to 10-6. 
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BP neural network model is mainly composed of input layer, hidden layer, and 

output layer. The calculation process of the BP neural network algorithm is shown in 

Figure 5. The Adaptation moment estimation (Adam) algorithm [11] is undertaken as 

the optimization algorithm in the construction of the BP neural network to overcome 

the local minimum value caused by the original Stochastic gradient descent (SGD) 

algorithm [12]. 

Input sample set

Initialization network

Calculate output layer by layer

Is the sample 

been completed?

No

Output

Yes

Strat
End

Calculation error layer by layer

Corrected weights and thresholds

Is the deviation satisfied?

Save weights and thresholds

Yes

No

 

Fig. 5. Calculation process of BP neural network 

When it is optimized with Adam, the mathematical expressions for gradient calcu-

lation can be expressed as below: 

 𝑜𝑘 = 𝛽1𝑜𝑘−1 + (1 − 𝛽1)𝑔𝑘 (8) 

 𝑡𝑘 = 𝛽2𝑡𝑘−1 + (1 − 𝛽1)𝑔𝑘 (9) 

In the above equation, ok is the first-order matrix estimate of the gradient, tk is the 

second-order matrix estimate of the gradient, and the initial values of ok and tk are 

both 0 vectors. 

Then the values of ok and tk after the deviation correction can be calculated by 

equation (10) and equation (11): 

 𝑜𝑘 =
𝑜𝑘

1−𝛽1
𝑘 (10) 

 𝑡𝑘 =
𝑡𝑘

1−𝛽2
𝑘 (11) 
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Based on the corrected ok and tk, the expression of Adam algorithm can be updat-

ed as: 

 𝜃𝑘 = 𝜃𝑘−1 −
𝜂

√𝑡𝑘+𝜀

𝑜𝑘  (12) 

In the above equations (10), (11), and (12), η=0.001, β1=0.9, β2=0.99, and ε=10-8. 

In this study, DEA is applied to construct the BP neural network model, and the 

operation of Dropout is introduced during the training of the BP neural network [13]. 

The implementation process of the DEA-BP neural network model is shown in Figure 

6. 

The DEA-BP neural network algorithm is calculated based on the process shown in 

Figure 6. Firstly, the populations and parameters are initialized. The real vector can be 

used as a single sample of the population by using the following equation: 

 𝑆 = {𝜔1, 𝜃1, 𝜔2, 𝜃2, 𝜔3, 𝜃3} (13) 

In the above equation, ω is the weight value, θ is the threshold, 1 represents the in-

put layer and hidden layer, 2 represents the first and the second layer of hidden layer, 

and 3 represents the hidden layer and output layer. 

Secondly, the individual map is undertaken as the weight value and threshold of 

different nodes in the BP neural network. What’s more, the error value is obtained 

after the forward propagation of the network is completed and then undertaken as the 

fitness function of the individual. The mutation, crossover, and selection have to be 

taken if the fitness function does not meet the termination condition. It has to return to 

the previous step with the next generation, or otherwise start the next step. The opti-

mal initial parameters can be obtained later, and the BP neural network is running. 

When the network reaches the optimal parameter value, the entire training of the 

model is completed. 
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Fig. 6. Implementation process of the DEA-BP neural network model 

2.4 Preprocess of the higher educational resource data 

The teaching evaluation data of students from Xi’an International University in the 

2018 - 2019 school year are selected as the research objects in this study. The incon-

sistent date under the sorted original data are corrected through filling vacant data, 

deleting abnormal data, and smoothing noise data. The multiple data are stored and 

combined into one data set for data mining, and then correlation analysis is used to 

eliminate the redundant data. The equation for correlation analysis is given as below: 

 𝑟𝑥,𝑦 =
∑(𝑥−𝑥)(𝑦−𝑦)

(𝑛−1)𝜎𝑥𝜎𝑦
 (14) 

In the above equation, x and y are two different types of attributes, 𝑥 and 𝑦 are the 

mean values of attribute x and y, and 𝜎𝑥 and 𝜎𝑦are the standard deviations of attribute 

x and y, respectively. When r > 0, the correlation between attribute x and y is positive; 

when r = 0, there is no correlation between attribute x and y; when r < 0, the attribute 

x has a negative correlation with the attribute y.  
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After the calculation using above equation, it is assumed that x is the age, y is the 

score, and n is 209, then the calculated r ≈ 0.259, indicating that the teacher’s age is 

positively correlated with the score. In order to ensure the data of the input model 

meet the requirements, data conversion is realized based on the processed data. The 

title can be classified with following principles: professor and other position with 

senior professional title are classified as “senior”, associate professor and other deputy 

senior title are classified as “deputy senior”, lecturer and other intermediate profes-

sional title are classified as “intermediate”, and teaching assistant and other primary 

title are classified as “junior”. The age can be divided as < 30, 30 - 40, 40 - 50, 50 - 

60, and > 60. The academic qualification can be divided into “excellent” with score of 

> 4.5, “good” with score of 4 - 4.5, “qualified” with score of 3.5 - 4, and “unquali-

fied” with score of < 3. 

Finally, the IG value of each category of data is calculated. The IG value of the 

teaching score can be calculated with below equation: 

𝐼(151,167,2) = −
151

320
𝑙𝑜𝑔2

151

320
−

167

320
𝑙𝑜𝑔2

167

320
−

2

320
𝑙𝑜𝑔2

2

320
≈ 1.019 (15) 

The information entropy and IG value of different gender in the teaching scoring 

registration can be calculated with below equations: 

 𝐸(𝑔𝑒𝑛𝑑𝑒𝑟) =
181

320
𝐼(85,96) +

139

320
𝐼(66,71,2) ≈ 0.989 (16) 

 𝐺𝑖𝑎𝑛(𝑔𝑒𝑛𝑑𝑒𝑟) = 𝐼(151,167,2) − 𝐸(𝑔𝑒𝑛𝑑𝑒𝑟) = 0.030 (17) 

In the same way, the information entropy and IG value of different ages, titles, and 

academic qualification can be calculated, which should be (1.005, 0.014), (1.003, 

0.016), and (0.998, 0.021), respectively. 

2.5 Verification of fast Apriori algorithm based on the decision tree 

Based on the classification data after the pre-processing, the execution time of the 

constructed algorithm is compared with that of the decision tree, frequent pattern - 

growth [14], and random forest [15]. The comparison results are shown in Figure 7 

below. It illustrated that the proposed algorithm has the shortest execution time under 

different sample sizes. The execution time of different algorithms presents a trend of: 

decision tree > frequent pattern - growth > random forest > the proposed algorithm. It 

shows that the proposed algorithm has obvious advantages with the increase of data 

volume and the improved execution speed, which verifies the practicability and feasi-

bility of the algorithm. 
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Fig. 7. Simulation comparison on execution time of different algorithms 

Firstly, the decision tree is to generate the rules among different projects, and the 

results are shown in Table 1. It suggests that the teaching evaluation results can be 

well predicted by the teacher’s academic qualification and professional title, but the 

dependence relationship between the teacher’s academic qualification and profession-

al title is not obvious. 

Table 1.  Original teaching evaluation information 

Path 

Teaching 

evaluation 

results 

Number 

(persons) 
Probability Description 

All  

Qualified 2 1.45% 
The probability of being “good” is the highest 

without considering other influencing factors. 
Good 167 51.26% 

Excellent 151 47.29% 

“Doctor” 

Qualified 0 11.38% The probability of academic qualification as 

“doctor” and teaching evaluation result as “good” 
is the highest. 

Good 5 58.15% 

Excellent 1 30.47% 

“Senior” 

Qualified 0 9.22% 
The probability of title as “senior” and teaching 

evaluation result as “excellent” is the highest. 
Good 2 35.39% 

Excellent 3 55.39% 

≠ “Doctor” 

= “Senior” 

Qualified 0 8.82% The probability of academic qualification as “not 

doctor” and the teaching evaluation results as 
“excellent” is the highest. 

Good 1 32.17% 

Excellent 4 59.01% 

 

Then, the mining model is used for data mining, and the results are shown in Fig-

ure 8. The overall predictive accuracy rate becomes a linear growth trend when total 

of the proposed data mining model is 0% - 50%; the overall predictive accuracy rate 

remains unchanged status (around 50%) when the total of the data mining model pro-

posed in this study is 50% - 70%; and the overall predictive accuracy rate shows a 

trend of linear growth again when it exceeds 70%. 
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Fig. 8. Simulation figure of mining increase of the mining  

model proposed in this study 

The association rules are used for data mining, and the generation rules are used to 

build the dependency network graph, as illustrated in Figure 9. 

Good

Senior

Excellent Junior

Undergraduate Ph.D.

Master's degree

Vice seniorPrimary

<30 30-40

40-5050-60

>60

 

Fig. 9. Network graph of dependency base on the association rules 

The associated data of teacher’s age, professional title, academic qualification, 

gender, and teaching evaluation results are mined based on the above results. The 

results are shown in Table 2. Table 2 discloses that the teaching evaluation results of 

teachers aged 40 - 50 and 50 - 60 are better. Teachers with senior and deputy senior 

professional titles have better teaching evaluation results. The teaching evaluation 

results of teachers with undergraduate and master in academic qualification are better. 

The teaching evaluation results of female teachers are better. It means that female 

teacher with older age, higher professional title, and the academic qualification of 

undergraduate or master has the better teaching effect, which may because that the 
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older teacher has more teaching experiences and the female teacher is more careful 

[16, 17]. 

Table 2.  Mining results of associated data 

Item  Set  Degree of support Confidence coefficient 

Age  

< 30, good 0.66% 50.47% 

30 - 40, good 4.52% 55.40% 

40 - 50, excellent 5.38% 52.19% 

50 - 60, excellent 13.39% 68.92% 

> 60, excellent 1.47% 43.01% 

Professional 
title 

Junior, good 3.38% 54.32% 

Intermediate, good 6.08% 55.06% 

Deputy senior, excellent 11.16% 57.34% 

Senior, excellent 8.97% 60.12% 

Academic 

qualification 

Undergraduate, excellent 9.98% 58.11% 

Master, excellent 8.79% 56.34% 

Doctor, good 18.37% 87.14% 

Gender 
Female, excellent 2.26% 55.49% 

Male, good 3.17% 52.20% 

2.6 Verification of DEA-BP neural network model 

All the data are normalized so that the data of the input model are in the range of 

[0, 1]. The processing equation is given as below: 

 

{
 

 
𝑓: 𝑥 → 𝑦: 𝑦 =

𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛

𝑓: 𝑥 → 𝑦: 𝑦 = log10 𝑥

𝑓: 𝑥 → 𝑦: 𝑦 =
2𝑎𝑟𝑐𝑡𝑎𝑛(𝑥)

𝜋

 (18) 

In the above equation, xmax and xmin are the maximum and minimum of the data, 

respectively. 

For the DEA-BP neural network model designed in this study, the variation factor 

is 0.6, the population size is 25, the crossover factor is 0.5, the dimension is 6, and the 

number of iterations is 10. The basic structure of the BP neural network model is 

shown in Figure 10. The input layer contains a total of 4 neurons, and the output layer 

contains only 1 neuron. The number of neurons in hidden layer should be the optimal 

value during the model training. 

142 http://www.i-jet.org



Paper—Intelligent Decision System of Higher Educational Resource Data Under Artificial Intelligence... 

…
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Fig. 10.  Basic structure of the BP neural network model 

Therefore, the learning rate is set to 0.1, and the maximum training times is set to 

1,000 in the BP neural network. The training errors when the number of hidden layer 

neurons is 1, 3, 5, 7, 9, and 11 are compared, respectively. Figure 11 illustrates that 

the training error is the smallest when the number of neurons in the hidden layer is 7; 

while the training error is the largest when the number of neurons in the hidden layer 

is 1. Therefore, the number of neurons in the hidden layer is set to be 7 finally in this 

study for subsequent experiments. 
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Fig. 11.  Comparison on training errors of different numbers  

of neurons in the hidden layer 

The differences in the training errors of models using SGD and Adam optimization 

algorithms, and the model using the Dropout and not using the Dropout are compared. 
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Figure 12(a) and 12(b) show that the training errors of model using the Adam optimi-

zation algorithm and Dropout are smaller, which is similar to the research results of 

Mendenhall et al. (2016) [18]. Therefore, the Adam algorithm and the Dropout are 

used to optimize the DEA-BP neural network model finally in this study. 
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Fig. 12.  Comparison on training errors of different optimization algorithms 

The DEA-BP model is applied to the prediction of teacher’s teaching evaluation 

results. The prediction error of DEA-BP model is compared with that of the Gradient 

Boosting Decision Tree (GBDT) algorithm [19] and the improved BP neural network 

model based on Particle Swarm Optimization (PSO-BP) algorithm [20]. The results 

are shown in Table 3. The average absolute error of the proposed DEA-BP neural 

network model is lower than that of the GBDT and PSO-BP, and its relative accuracy 

rate of predication is higher than that of the GBDT and PSO-BP. It suggests that ap-

plying the proposed DEA-BP algorithm to the teacher’s teaching evaluation results 

can predict the final result better based on the rules of data. 

Table 3. Comparison on predication of teaching evaulation results of different models 

Model  Average absolute error (%) Relative accuracy rate (%) 

GBDT 1.42 93.19 

PSO-BP 3.20 90.52 

DEA-BP 1.05 95.44 

3 Conclusion 

In this study, the potential correlation in the teaching evaluation data is mined 

based on the decision tree and modified Apriori algorithm. The results reveal that the 

teacher’s age, gender, professional title, and academic qualification are all related to 

the final teaching evaluation results to some degree. The BP neural network algorithm 

improved by DEA can also realize the mining of potential correlation of the teaching 

evaluation data, and the accuracy rate of the final prediction of teaching evaluation 

results is higher. However, analysis is only made based on the existing teaching deci-
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sion-making system in this study, so an intelligent teaching evaluation decision-

making system based on the related research results is necessary for in-depth analysis 

in future. In short, the results of this study can provide support for the mining of edu-

cational resource data and the intelligent development of teaching evaluation. 
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