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Abstract—Examination timetabling is one of 3 critical timetabling jobs be-
sides enrollment timetabling and teaching assignment. After a semester, sched-
uling examinations is not always an easy job in education management, espe-
cially for many data. The timetabling problem is an optimization and Np-hard
problem. In this study, we build a multi-objective optimizer to create exam
schedules for more than 2500 students. Our model aims to optimize the material
costs while ensuring the dignity of the exam and students' convenience while
considering the design of the rooms, the time requirement of each exam, which
involves rules and policy constraints. We propose a programmatic compromise
to approach the maximum target optimization model and solve it using the Ge-
netic Algorithm. The results show the effective of the introduced algorithm.

Keywords—Examination timetabling, multi-objective optimization, combina-
tory optimization, genetic algorithm

1 Introduction

Timetabling problems arise in various forms including educational timetabling,
sport timetabling, transportation timetabling. In the training institutions, Timetabling
is a difficult process faced every semester. It basically is arranging timeslot for a re-
source such as students, classes, lectures. The timetabling problems classified into
groups:

4 http://www.i-jet.org



University Course Timetabling: Schedule courses into timeslots and assign stu-
dents, time, rooms to each course. Babaei et al conducted a survey on the problem
in 2015 [1]. Ngo et al proposed a multi-objective optimization for solving the
teaching task assignment [2]. Ibrahim et al. introduced an approach for the course
timetabling problem based on instructors’ preferences [3].

Examination Timetabling: Examination timetabling is one of the most important
administrative activities that take place in all academic institutions. It aims to allo-
cate students to exams with limited resource. Qu et al conducted a survey trend and
development of techniques of the problem [4].

This research focuses on examination timetabling. A non-trivial timetabling prob-

lems are normally NP-Hard problems [5]. This kind of problem is not always possible
to reach one global optimal solution. With the increase in the size of resources, the
complexity of the problem also increasing, which makes it unfavorable for a system-
atic approach. Through the literature, there some common constrains that remain after
different research. The most common constrains for university exam schedule are:

[

Hard constrains: Examination timetabling problem is assigning exams to examina-
tion periods and rooms so that the following constraints are respected.

. Only one exam can be placed in a room at any period.
. A room cannot be used during periods during which it is not available.
. An exam must be placed in a room (or a set of rooms) so that the overall seating

capacity of the rooms equals or is greater than the number of students attending the
exam, concerning the requested seating type (e.g., each room has a normal seating
and examination seating capacities defined, an exam can request either normal or
examination seating). A maximal number of rooms into which an exam can be split
cannot be exceeded as well.

. An exam cannot be placed in a marked period as prohibited for the exam or re-

quired if there is some other period required by the exam. Similarly, an exam can-
not be placed in a prohibited room for the exam (by the room requirements set on
the exam).

. Required distribution constraints must be satisfied.

Soft constrains / Objectives: Besides searching for an optimal solution that satisfies
all hard constraints mentioned above, the following criteria are optimized.

. Student preferences: For example: Exam time is continuous or too far away may

affect students.

. Resources penalty: Uneven exploitation of resources leads to resources being over-

loaded, while others are in a wasted state.

The above constraints are not necessarily present in all situations. Different prob-

lem variations may require different settings. In this study, we built an optimizer ca-
pable of optimizing three goals: minimizing the difference in the number of students
when using the exam room, minimization of the number of exam rooms open, and
maximize the student waiting time. While maintaining the hard constraints.
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1.1 Related researches

In the past, many researchers study examination timetabling. Our literature focuses
on three common aspects: the form of the optimal model for examination timetabling,
the constraints as well as the target function used, the optimal problem-solving meth-
od. Researchers commonly use the Integer Programming model to descript the time-
tabling problem. For instance, Liyana and Aizam designed an integer linear Pro-
gramming base on the preferences and demands obtained through three universities'
survey in Malaysia's cost: UMT, UMP, and UMK [6]. Acostamado et al. proposed a
mathematical model for the academic timetabling problem and the influence of the
system's parameters on the model's size [7]. A non-linear Integer Programming has
also been found in [8].

With different test organizations, there will be different requirements and con-
straints, which will influence the model of the problem that researchers have to take a
concern. Dener defined some specific hard constraints relate to the maximum number
of exams a student can enter per day, the time between each exam, and some soft
constrain relate to the number of students in the same session, and the cost of the
resource [9]. Ozcan and Ersoy summarized several common constrain to the exam
timetabling problem, including exclusions, presets, edge constraints, ordering con-
straints, event-spread constraints, and attribute constraints [10]. McCollum et al. ap-
plied the penalty method, where each violated the soft constraints the receive a reduc-
tion in the fitness [8]. There were some other exam schedules, but most of their con-
straints are common to each other [11],[12]. There some other factors that can be
influent in the problem’s constraints such as the maximum exams a supervisor can
take, number part of the day a student go to exam [13].

Because of the disparity in constraints, there is no inclusive solution and formula-
tion for the exam schedule. This diversity creates different approaches to solve the
problem. For instance, Yan and Yu [14] used the hybridization method of Simulated
Annealing with multi-neighborhood to improve the Simulated Annealing algorithm's
speed. Ender and Ersoy [10] used the Memetic Algorithm to solve the examination
timetable problem. The Memetic algorithm is a combination of Genetic Algorithms
and hill-climbing. The algorithm uses Genetic Algorithms to create the individual,
then calculate the individual’s fitness using hill climbing. While using hill-climbing
may produce more hard constraints violations case, in return, an individual's overall
fitness will be improved. Ayob and Jaradat [15] used Ant Colony Optimization com-
bine with Simulated Annealing and Tabu Search as a local routines searcher. Mandal
and Kahar [16] proposed a model using a great deluge algorithm. Murat Dener solved
exam scheduling problems in central exams using 2 phases of Genetic Algorithms [9].
One for the assigned courses into sessions, one for assigned students into courses.
Shatnawi et al. designed the hybrid of greedy algorithms and genetic algorithms [11].
The greed was used to generate the set of the initial population for the genetic algo-
rithms. Yang et al also introduced an improved Genetic Algorithm for designing their
timetable [17]. Bashar et al. proposed a metaheuristic population-based algorithm
Intelligent Water Drops Algorithm [18]. However, the solution to this algorithm was
not on par with other algorithms. Aside from Evolution algorithms and Swamp algo-
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rithms, a graph edge coloring algorithm to search for the timetable had been imple-
mented by Rakesh [19]. The algorithm is split into 2 parts, the first use a bipartite to
get a daily schedule in the matrix, then the second phrase assign lectures into the
timeslot. Wang designed a genetic algorithm to solve the enrollment timetabling prob-
lem [20]. The author used the combination of time, teacher, and course number as the
gene coding, the weekly course schedule of each class was a chromosome, the course
schedule of the entire school was the initial population. Finally, the fitness was de-
signed according to each class's priority, curriculum dispersion, and teacher satisfac-
tion.

Researchers favor metaheuristic algorithms because of the problem’s complexity.
In this study, we chose to use Genetic algorithms, a metaheuristic algorithm. Since we
want to focus on optimize the soft constrain of the problem, we combine the algo-
rithm with the greed algorithm to create the feasible first population. As for our
study's objective, because we found that there are common objectives related to idle-
time between exams in other research. However, with different university, their re-
quirement is different from each other. Therefore, we chose to use implement the idle-
time relate objective as a flexible function to easily change the content of this objec-
tive to satisfy different requirements. Because our study wants to consider the exams'
fairness, so we decide to minimize the amount difference of students between exams
of the same subject. This objective will balance the burden of each supervisor.

1.2 Contributions of this research

In this study, we present an approach to construct a timetable for the multi-
objective schedule problem. Our model aims to maximize the benefit of the organiza-
tion and the dignity of the exam. We use a combination of linear scalarizing and com-
promise programming for the proposed multi-objective problem. The model is de-
scribed in the second section, together with the approach to the multi-objective opti-
mization problem. Section 3 of the paper describes a scheme of the Genetic algorithm
for solving the proposed model. We test the proposed model and algorithm by sched-
uling FPT University students in the spring semester of 2020. The test results are
shown in section 4 of the paper. The rests are discussions and conclusions.

2 Problem Formulation

2.1  MOP for examination timetabling
There are some denotations:

S is the number of subjects.

M is the number of students.

R is the number of class rooms.

0 denote the minimum number of students per class
T denotes the number of time-slots.
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F is the number of conditions of the subjects.

I = {i.|i, > 0,i, € N,r =1..R}. Where I, denotes number of students that room
rt" can contain.

J= {jsljs >0,jc €N,s =1..5}. Where J; denotes the maximum number of
students that an exam subject st" can have.

L= {ls,f|ls’f €{01},s=1..5,f =1..F} denotes the required conditions for
subjects. Where: I = 1 means the subject s*" requires condition f**. 0 other-
wise.

U= {ur_f|us_f €{0,1},r =1..R,f =1..F} denotes the conditions for corre-
sponding class-rooms. Where: u; ; = 1 means the room Tt satisfy the the condi-
tion ft. 0 otherwise.

A= {am_5| Aps =0..1,m=1..M,s =1..5}denote the enrollment of student.
Where: a,, ; = 0 if the student m*" is not going to exam subject s**. 1 otherwise.

P = {pslp; >0, p; € N,s =1...5}. Denote the number of slots that subject s"
take.

Decision variables C = {C;|C; = 0,C; € N,s =1...5} denotes the number of
subject st"’s exams.

Decision Variables X = {xsc|xmsc €{0,1}m=1..M,s=1..5,c=1..C]}
Where x,,, ;. = 1if the student mt" is assigned to the examination zoom c*" for
the subject s™". x,,, ¢ . = 0 otherwise.

Decision Variables Y ={Vesir|Veser €{01},t=1..T,r=1..Rs=
1..5,¢=1..C} Where y.;,, = 1if the examination ¢ of the subject s oc-
cupy room " at the time-slot t™. y,. . . = 0 otherwise.

Decision Variables Z = {z;|z, > 0,2z, € N,s = 1...S}. Where z; denotes the slot
that examination of subject st* begin.

There are 3 objectives:

The number of students in the same examination zoom is not too different:

min (

The break time between exams of student is minimized.

min (i pod(m))

m=1

M

M Cs
m=1 ZC:l xm,s,c
xm,s,c - C
s

) Vs=1..5c=1..C

m=1

The function pod(m) used to calculate the break time between each exam of
student mt". It is designed depending on how each training institution defines the
time units.

Minimize number of courses:

min(C,) Vs =1..5
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Subjects to:
e All students are able to exam
Xmse*Ams=1Vm=1.ms=1.5c=1..C

e A same room, cannot be occupied by two or more examination room at a similar
time-slot

M S
z ZZZYC,S,LT * xm,s,c <1 vt=1..T

e The number of students in the same examination must be restricted.

M
Q< me,s,c <B Vs=1..S¢c=1..Cc Vvm=1..Mt=1..T

m=1

e Students are not arranged to examination zoom of subject they do not register for

s GCs
z z Xmse < min(am's, 1) vm=1.M
N c

e Course only assigned to the room that satisfy the required conditions.
Vesir *Urp = Loy Vs=1..5c=1..(,t=1..T/r=1..Rf=1..F
e An examination cannot happen at two different shifts.
hod(s,c)=1 Vs=1..5c=1..C,,

hod(s,c) is return the condition of examination c*"of subject st* whether if it occu-
pied the time of two different days. 1 if it only occupies time in a day. 0 otherwise.

2.2 Compromise programming for proposed MOP

The proposed model optimizes multi objectives, which make it multi-objective
programming (MOP). According to Hwang [21], there two frequent used approach to
the solution of MOP: preference and non-preference. The preference method takes the
solution that best fit to the preference base on the decision-maker. The second ap-
proach using a nature compromise solution to all objectives instead of the decision
maker. Ngo et al [2][22] used compromise programming to their timetabling and team
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selection problems. In this study, we want to archived a solution that satisfy all the
objectives equally, therefore, we chose to using the second method, the Compromise
programming to transform the MOP into single objective problem. The ideal point
denoted as E = {e;|i = 1 ...3} and the solution O = {0;|i = 1 ... 3} where:

0 ifi=1
e = { 0 ifi=2
otherwise

125 1 msc
Xmse =~ C
N

)) ifi=1

fuzzy(pod(X,, Yin)) ifi=2

Z Fuzzy( 2 (

"i
NGl

m=1

s
z fuzzy(Cy) otherwise
=1

Where fuzzy function that calculate the score of the parameters on a given scale

Objective function becomes: min ( \/ Y3, w; xnorm;(e; — oi)z)

Where norm; represents a normalization function that rearranges the values of the
dimension i*" in the distance function to a particular range. w; stands for the weighted
parameters of the dimension i in the fitness function.

3 Genetic Algorithm

The genetic algorithm is a population-based metaheuristic and is a band of Evolu-
tion algorithm. This algorithm and its hybrid are usually be used to find the solution to
the timetabling problem. The algorithm’s idea is to find the best individuals that fit
the problem's goal through the hybridization of the best genes from the parent. The
hybrid genetic algorithm with greedy initialization proposed by [23] inspire us. To
generate the initial Population, we use the greedy algorithm to create a feasible popu-
lation, where each individual in the population does not violate the model's con-
straints. We continue to follow the steps of genetic algorithms until the solution is
converged.
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» Selection

Generate the initial Population Crossover
Y Y
Compute Fitness Mutation
Repair

No ¢

Compute Fitness

!

Generate new
Generation

Is Converged

Fig. 1. The flow of proposed genetic algorithm

3.1  Genetic representation and fitness function design
The chromosome represented as follows:

o The chromosome is a vector of S dimensions, the dimension i** represents subject
ith,

e For each subject i*", contains the time when the exam of subject i*" is hold, and a
list of examination rooms that exam subject it".

e In each examination room i*", there are the room where the examination is hold,

and the list of students in the room.
Denote MObj = MObj,, MObj, ..., MObj;} Where:
xS ifi=1
MObji:{ AxM ifi=2
1*S otherwise
Where 1 is the maximum point of the given scale
The fitness values Pi(g). fitness could be bias due to the difference in range of its

dimensions. We normalize features to the range [0,1]. The Fitness function of the
individual can be defined as:

(3)

0; 2
PY. fitness = z w; * (ei - MOLbji)

i=1
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3.2 Genetic operations

12

Denote:

U represent the size of population

P¢ = {pf| i = 1..U} as the population at generation e‘"

p? as the individual i™® of the population at generation e‘"

A; represents the number of students that need to take subject i*".

Denote Hj(i’e) as subject jt" of individual i*" at generation et

Hj(_ze): {0,1}. Where Hj(_ze) =1 represents subject j** is begin at slot b*". 0 other-
wise

Denote GZ*° as the examination room ¢t of subject jt* of individual i*" at gen-
eration e'"

Gc(lj;i'e) = {0,1} where Gc(f;i’e) = 1 represents that examination c*” is hold in room
rth 0 otherwise.

w is rate of elites of the population.

¢ is selection rate.

is the exchange rate of genes between Pi(e) and 13-(6)
Q as the mutation rate.

The algorithm contains 6 steps:

. Initialize the first population:

1.1. Randomly generate Pi(e) vi=1..U
1.2. Foreach s =1...S in random order:

1.2.1. t = newPosition(H"?)

1.2.2. Where function newPosition(s) return a slot that every students have
to exam subject st" can take, and have enough number of room with
the same type as subject that can contain every students took the sub-
ject sth,

123.H9 =1.Z, =t

1.2.4.n =randomCourse(s). Where randomCourse(s) return a random
number between Yyt _; A, ¢ /0 (smallest courses can be created for
subject s*.) and Ypi_; Ay s /Js(biggest number of courses can be cre-
ate for subject st)

1.25.C,=n

1.2.6. R = choseRoom(n,s) Where choseRoom(n,s) return n rooms
from a set of room r* which U,s = 1A Lg ;=1 and not been used by
other course at slot t**, where Hs(_it'e) = 1. And those n rooms are being
chosen by descending order from the set of available room.

1.2.7. GC(_ST’i'e) =1. Vr € R (for each room in R, create an examination corre-
sponding)

128. Y, gpr =1LVt =t..t+ PR
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1.2.9. Divide students of subject s** into each course € G equality,
where each course has more than d students, and less than J; and
I, where GS* = 1: Xy g c € G5 Ao =1
2. Selection: Randomly select ¢ individuals from P¢ and return the best individual
base on fitness value among them.
3. Crossover: Denote pfgener and Ppyoener are parents to crossover:

3.1. Rearrange P(® in ascending Pi(e). fitness order.
3.2. Declare Elite as the set contains top U *w items of P . Randomly
choose P©) P from Elite.

father> “mother

3.3. Update P;Zgher, pe by a rate, denoted as ran . Where: ran =

mother

rand([0,1]) return a random probability.
33.1.If (ran £ ®) Randomly exchange a gen of P®)  and P to

father mother
each other to create two new individuals for the next generation.
Where exchange a gen is means swap the begin slot, the course list,
the schedule represents each student and theirs course of this subject to
each other.

3.3.2.1f (@ < ran < Q) perform mutation on P, or P (Described

father mother
in step 5) to create two new individuals for the next generation.

3.3.3. Otherwise consider Pf(zzher and P,Efo)ther as two new individuals for the

next generation.
3.3.4. Repair new created individuals. The Repair process described in step
4.
4. Repair: This phase takes an individual £ as an input. It contains 3 stage:

4.1. For each student m‘" have a subject s need to be exam but have not been
assigned to a course yet, find a course that exam subject st* and not full to
put student m*" in.

4.2. For each room rt", that be used by two or more exams simultaneously,
move the redundant exams to other room of same type, not occupy by other
exams, and have the capacity more fit to its number of students than the cur-
rent and change to the found room (if found).

4.3. For each exam c‘" that have number of students < 9, fill the course ¢t by
other student from other course  of the same subject

5. Mutate: Takes an individual £ as an input.

5.1. Modify position, the courses, and the student assignment randomly of a se-
lected subject in £.

5.2. Repair £

6. Repeat 2,3,and 4 ,5and set g = g + L until b9 = p971 = ... = p97C,
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4 Genetic Algorithm

4.1 Experimental design

To conduct experiments to evaluate the proposed model and algorithm, we collect-
ed data of more than 2486 students in the IT department at FPT University, consisting
of 74 subjects. We collected more than 9000 exams from those 2500 students men-
tioned and sort those exams into 100 rooms in 5 days. Each subject has a different
requirement maximum number of students. For example, most exams only allow a
maximum of 40 students per class, but HCM201 and MLN101 allow 20 more stu-
dents in their exams. And each day we use 8 hours, 4 hours each shift, provide with
100 rooms with different type, and room’s capacity.

We use function pod(m) to calculate the break time between each exam of stu-
dentm®™. Function od(m) return the total number of slots between each exam of
student m*", two exams happen on different days, and the return value has to add
several slots that equal the number of a slot of a shift for each day apart.

Qs =Apns*Z;.Vs=1..8

E,F = sort(Q)

$9=1Ams=1
pOd(m) = Zi;ll Ei - Ei+1 + PFH,l
Where function sort(Q) return array E is the descending order of array Q, and ar-
ray F is the index that correspond to array E.
We also use function hod(s, ¢) to check if the slot the course is held is invalid (be-
tween 2 shifts) or not, which is denoted as:

n as the number of slots per day.

Number of slots per shift denoted as m.

a represents the slot that the exam begins.

B stands for the slot that the exam begins.

The invalid shift denoted as: o < |T/n]*n+m < B
The invalid day presented as: oo < [T/n|*n+n < f

Because in the experience, we notice the return value of each objective are in dif-
ference scale. It is because while, objective balance the number of students in exams
of a subject, and minimize the cost of resource, are easy to archive. However, objec-
tive minimize the break-time between of exams are harder to minimize, because the
diversity in the type of exams of each student. This phenomenon, may make some
objective such as objective insignificant in the total value. Therefore, we decide to use
fuzzy method [29] to balance the scale of each objective. In the experience we fuzzy
the value of each objective by using function fuzzy it" for the respective objective.
Where:

_ Z3=10bj1s)
fuzzyl = 10
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Where obj1(s) =

M
Ym=1Xm,s,c— Cs

25;(

C,
Zanz 1268 *¥ms.c

)

10
10 otherwise

fuzzy2 =

obj2(m)
0 if pod(Xp, Ym) =0

2
if pod(Xp, Yi) > 2 %
if pod(Xp, Y) > 3 %
if pod(Xpm,Ym) >4 *
if pod(Xp, Y) > 5 *
if pod(Xm,Yim) > 6 *
if pod(Xp, Y) > 7 *

9 if pod(X,,, Y) > 8%

10 otherwise

fuzzyl =

0

obj3(s) = {
10

T —
if pod(Xpm, Yi) >

_ [2%21 Am,sl
S

if 2 (

=1 0bj2(m)
M=*10

T —
1 if pod(Xy, Y) >0 A pod (X, Yo) <

S
s=:1141n§ * P,

“R

T _'§:§=114an * I%

10

T _'§:§=114an * I?

10

T _'§:§=114an * I%

10

T _'§:§=114an * I?

10

T-— §:§=],[1an * I?

10

T- §:§=],[1an * I?

10

25_10bj3(s)
5%10

otherwise

M
m=1Xmsc —

5 A pod(Xp, Y < 2

M C.
Ym=1 Zcil Xm,s,c

Cs

g:],[ans * I?
10

) <

%, 10

T —

A pod (X, Y) < 3%
A pod (X, Y) < 4%
A pod(Xp, V) <5 %
A pod (X, Y) < 6%
A pod(Xp, Y) < 7
A pod (X, Y) < 8%

A pod (X, Y) < 9%

G}

2?:1 Am,s * Py

10

T-— §:§=],[1an * 1%
10

T-— §:§=],[1an * 1%
10

T— §:§=],[1an * 1%
10

T-— §:§=],[1an * 1%
10

T- §:§=],[1an * 1%
10

T-— §:§=],[1an * 1%
10

T- §:§=],[1an * 1%
10

M
if C, — [Z—mﬂ“m'S] <10

This experience is implemented in java 1.8.0 and executed on the computer with
detail configuration as CPU Intel core i5-8300H @2.30Hz, 8GB. We evaluated both
of the proposed algorithms on the tested dataset.

4.2 Results

The GA are governed by a series of parameters. We execute the algorithms several
times with collected dataset to indicate the best set of parameters and weights that

show in Table 1.
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Table 1. Parameters and weights to execute the algorithms

Parameter Value
Number of populations f 0.3*S
Exchange genes rate p 0.6
Mutation rate ® 0.3
Selection rate v 0.5
Number of elites Q 0.1

Meta-heuristic algorithms do not guarantee to find the optimal solution with differ-
ent initialization values. So, we run the algorithms 10 times with different initializa-
tions to find the schedule for 2500 students to exam 74 subjects. Figure 2 shows the
result of 10 executions with the data of 2500 students. It can be observed from Figure
2.A that the difference of fitness value in each execution are not too significant, which
show the stability of the algorithm. It can be observed that the flow of fitness values
and F2 values are similar to each other. Since the return value of objective 2 are dou-
ble the F1 and F3 value, it also influences to the flow to the fitness value. The reason
for this phenomenon is because the data for the experience is an enrolment-base da-
taset, therefore each student in a same exam have to take many different other exams.
So, in order to minimize all the break-time between exams of all student is hard to
archive. Which make the minority students have to satisfy their time for the majority,
and prevent F2 to decrease to a certain point.

A B
0.28
0.08
2 0.26 -
E ) o 0.07 A
2
0.24 0.06 1
0 2 4 6 8 0 2 4 6 8
#Execution #Execution
0.26 < D
’ 0.08 -
~ 0241 .
w w 0.07 -
0.22 -1
0 2 4 6 8 2 4 6 8
#Execution #Execution

Fig. 2. Outputs over 10 executions. A, B, C, D are the value of Fitness, F1, F2, F3 respectively
Figure 3 illustrate the ability to convert of the algorithm over generations. We stop

the algorithm at generation 350. It can be seen that the algorithm archives its best
solution at generation 300. The convergence rate of the algorithm shows that popula-
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Paper—Genetic Algorithm for Solving Multi-Objective Optimization in Examination Timetabling Problem

tion diversity can be preserved. Usually, schemes that make the algorithm converge
early often lose diversity. Making it difficult for the next generations to make a good
mutation.

0.65 1
0.60 1
0.55 1
0.50 1
0.45 A

0.40 -

Fitness value

0.35 1
0.30 1
0.25 4

o 4

50 100 150 200 250 300 350
Generation#

Fig. 3. Fitness values over generations

Figure 4, 5, 6 illustrate some detail data of the solution with the best fitness value.
In Figure 4, we category students base on the number of days that they have to exam.
It can be observed that most of students only need 1 to 3 days to finish all of their
exams. While there are still some students’ schedule require 4 days to finish, and
insignificant number of students require 1 to 2 extra days to finish the examination.
The reason for some students requires 5 to 6 days to finish their exams.

800

700 1

600 4

500 1

400 1

300 1

number Of Students

200 -

100 A

T T T T T

0 1 2 3 4 5 6 7 8 9 10
number Of Days

Fig. 4. Category students by the number of days they have to exam.
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Fig. 5. Category exams by the different of students to the average

The changed values of Objective 1 are illustrated in Figure 5. The chart group ex-
ams according to the students' difference in each exam to the average number of stu-
dents in the respective subject. Most of the exams are equals or have only one student
difference. There are still exist some exams that have more considerable differences,
the maximum is 6, but the number is insignificant. The case of 5 or 6 students is dif-
ferent between classes, usually because the solution decides to use rooms with various
capacities to reduce resources' cost. Therefore, the return value of objective 1 is
smaller compare to other objectives.

Figure 6 illustrates the number of exams is created compared to the minimum re-
quirement in each subject. According to the formation, the differences are not too
significant in the solution compared to the ideal number. Most of the subjects that
require more exams are the ones which have a larger number of students compare to
other subjects. Those subjects need more exams to avoid using rooms with different
capacities. While in the solution, each objective has some aspects that differ from the
ideal result. However, those issues exist because of the balance of each objective and
the scales and data design.

We can see that the second objective is more challenging to optimize than the other
objectives. The data in Figure 4 also show some insignificant cases that the break-
time is not optimized, which is a small number of students still need 4 to 5 days to
finish their exams. The cause of this phenomenon is because the experiences are en-
rollment-based, in which students do not follow a similar curriculum with each other
but take the courses and exams independently from others. The diversity of different
subjects in a subject is illustrated in Figure 7. According to the figure, some subjects
have students take around 50 other subjects. Which makes it is hard to satisfy the
requirement to minimize the break time for all students in a subject.
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Fig. 6. The diversity of subjects
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Fig. 7. Number of created exams compare to ideal number of exams

By changing the dimensions’ weight parameter, we can customize the result of the
algorithm. Figure 8 shows different sets of products with varying sets of parameters.
In those executions, since we use smaller data, the students are divided into groups
and have to take the same exams with others in the same group. Therefore, it possible
for the solution to archive the ideal result when change the weight parameters focus
on a single objective. That will minimize each objective's influence on each other and
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result that the best solution for the focused objective while satisfying other objectives.
We can observe the impact between the number of exams per subject and students'
balance in exams of the same subject in the first and third execution. With each objec-
tive archive the ideal result in the respective executions, the other value is increased
significantly. On the other hand, while the relationship of the break-time objectives
with others is not healthy as resource minimize objectives and balance student, but to
archive the ideal solution, it still requires other objectives have to satisfy their condi-

tion.
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8. Result after 3 executions with different weight parameters. A) w; = 1000, w, =
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We visualize the feasible optimal solution of the algorithm in each pair of objec-
tives. The Pareto Frontier was obtained by executing the algorithm 250 times with
different weights parameters shown in Figure 9.
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Fig. 9. . Obtained Pareto Frontier from 250 executives with different weight parameter
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5 Conclusion

In this study, we have designed a new approach to examination timetabling. Com-
paring with previous studies, our proposed model is MOP. It has access to many busi-
ness aspects, primarily of interest to students than any previous model. which seeks
typically to save costs. Not only proposing the optimal model, but we also use a hy-
brid approach for the MOP problem. It is a combination of an idea point and linear
scalarizing. This method allows even if decision-makers cannot assign preferences for
each specific factor of the problem. The model still directs the algorithm towards an
idea point. We also design a scheme of the Genetic Algorithm to solve a proposed
optimal model. The results showed that the algorithm-maintained population diversi-
ty. However, the way we transform the objective values to the same scale is not good
enough. It is not practical to balance the importance of the objective functions. It
requires some groping to indicate the values for the weight parameters of the target
functions. Once these parameters are defined, the program is an efficient tool that
allows decision-makers to manipulate agents. In the future, we continue to improve
the algorithm to increase population diversity [24] and improve scaling for the target
functions to balance their importance. Improving computing performance with paral-
lel computing is also one of our priorities [25], [26].
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