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Abstract—Feedback may be an effective interaction provided by the intelli-
gent tutoring system. Nevertheless, the learning feedback is not easily defina-
ble, especially in front of learners with their characteristics and preferences. In
this work, the authors propose to predict personalized feedback in a program-
ming language learning context that promotes the feedback of the ITS accord-
ing to the learner preferences and learner style. The recommended method uses
a combination of machine learning techniques to suggest the best appropriate
feedback according to learner’s preferences and characteristics. For that pur-
pose, the predictive personalized feedback method will respect the following
phases: collect the learning experience from the learning resources (LR) and
learner preferences (LP), generate groups of clusters that contain the common
characteristics using the k-means algorithm, and define the association rules be-
tween the four categories and their corresponding activity. Finally, generate the
personalized feedback and propose the recommendation through the interven-
tion of an expert in the field.
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1 Introduction & Background

Feedback is an essential form of an intelligent tutoring system intervention. The
feedback can help students to identify and correct their mistakes, support learners to
correct their knowledge and acquire new knowledge in a learning sequence [1]. Sev-
eral forms of feedback can be used by the tutor in the intelligent tutoring system; such
as the tutor can give immediate feedback, or illustrate the correct answer. On the other
hand, the tutor can evaluate the level of learner knowledge or understand their defi-
ciencies [2][3].

Numerous researchers were investigated and studied the problems and improve-
ment of the feedback in the intelligent tutoring system; some researchers apply the
dialogical techniques to know the level of understanding the pedagogical sequence
[4]. Others are concentrated to analyze the feedback model of the smart tutoring sys-
tem using learning analytics [5]. Further investigation was focused on the provision of
feedback using clustered solution space [6].
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Some researchers proposed a new intelligent tutoring system named Smart Tutor-
ing System (STS) which combined both tutors: explicit and implicit [8] or to convert
tacit knowledge into explicit knowledge [9] to improve the feedback of the tutor.
Nevertheless, these feedbacks are note personalized according to the learner prefer-
ences and style. The aim of this paper is to personalize the feedback of the tutor in a
pedagogical sequence of the smart tutoring system using Machine Learning tech-
niques.

The article is organized as follow: Section 2 presents the proposed method and the
description of the five steps. Section 3 gives an overview, the feature selection meth-
od and the algorithm of selecting the optimal number of clustering using Elbow meth-
od. Finally, section 4 presents the conclusion and insight of upcoming works.

2 Proposed method: Predictive Personalized feedback in Smart
Tutoring System

In this part, the authors illustrated the proposed method on how machine learning
techniques can be used to personalize the feedback of the smart tutoring system in a
pedagogical sequence. At the outset, a learning experience is required; it’s collected
from learning resources and learner preferences.

The learning experience will be clustered to generate N groups with similar prefer-
ences and characteristics. The conception of our proposed method and its element is
presented in figure-1-.

Our method consists of four steps: the learning experience, clustering, and associa-
tion rules. Then, generate the personalized feedback and using the expert to propose
the recommendation. Each step in the proposed process is described below:

— Stage 1: Dataset: Learning experience
To define the dataset, the first step aims to generate a learning experience from the
learners' resources (LR)={LRI,....LRn) and learner preferences (LP)=
{LP1,...,LPn}. The data will be collected from the E-learning platform of the Pol-
ydisciplinary faculty, Larache. The form of the LR and LC are listed underneath:
o Type of Attribute: Text, Video, audio, interactive;
e Time: Short, Medium, Long, and Longer;
e Network: Online, offline;
e Period: Morning, Afternoon, Evening, Night;
o Assessment type.
After that, a learner experience is obtained and stored in the learner data to use as a
dataset. Afterwards, the authors will detail the second stage.

— Stage 2: Clustering
The objective of this step is to separate the data into homogeneous groups with
similar features. In this contribution, we have N categories, each of them support-
ing a type of activity. The classification of these categories is based on the type of
attribute, the period and the time.
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The authors decided to use the partitioning method with the application of the K-
Means algorithm. The choice is not arbitrary; the segmentation of this algorithm is
linear in terms of the number of data sets, which increases the execution time. It
doesn't take a long time to classify similar characteristics in data like hierarchical
algorithms.

Stage 3: Association rules

In this stage, we will classify the categories defined in the second step into four
pedagogical sequence activities: A= {Al, A2, A3, A4} using the association rules
algorithm. The four divisions are listed below:

e Cl1: Practical,

e C2: Theoretical;

e C3: Flexional,

e C4: Analytical.

Stage 4&5: Personalized and recommended feedback

Step 4 and five are complementary. Step 4 makes the corresponding activity of
each category; to propose a list of recommended feedback, the intervention of an
expert is required.

The fiftieth step aims to suggest the appropriate activity for the learner taking into
account their preferences; then illustrate the recommendation into the inter-face
layer of the intelligent tutoring system.
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Fig. 1. The process of personalized feedback in the intelligent tutoring system
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3 Clustering: K-means method

3.1 Overview

Clustering is an unsupervised classification method; its objective is to separate un-
labelled data into homogeneous groups with common characteristics [7]. The similari-
ty between two data can be inferred from the "distance" between their descriptors;
thus, two very similar data are two data whose descriptors are very close. This defini-
tion makes it possible to formulate the problem of data partitioning as the search for K
"prototype data", around which the other data can be grouped.

In this contribution, the authors try to personalize the tutor's feedback based on the
learners' choices and preferences during the simulation of a pedagogical sequence. To
achieve the objective, the authors propose an overall classification of the activities
presented in the pedagogical sequence; a categorization is constructed with similar
points and corresponds to specified characteristics. To handle these points, there are
several types of clustering.

It is easy to implement k-means and identify unknown data sets from complex data
sets. The results are very easy to interpret. K-Means generates cluster descriptions in a
minimized form to maximize the understanding of the data.

3.2 Features Selection

To select the appropriate features, a Backward Elimination technique is required; it
is used to remove those features that do not have a significant effect on the dependent
variable. The figure-2- illustrates the process of building the significant features based
on the Backward Elimination Features (BEF)
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Fig. 2. Backward Elimination Features (BEF)
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3.3  The optimal number of clusters

To determine the optimal selection K, a performance data and evaluation clustering
quality as needed. There are two methods to find the optimum number of clusters; the
first one is the silhouette technique which used the silhouette coefficient, on the other
hand, the Elbow method which, is used the original scoring function in the K-means
algorithm.

In this contribution, the authors choose to use the Elbow method. This method pro-
vides several clusters according to the learners' preferences using the table of features.
The table presents the algorithm of selecting the optimal number of clustering using
the Elbow method:

Table 1. Algorithm: pseudo-code

Algorithm: Calculate the number of clusters

For k={1} to kmax+l do

Kmeans <€kmeans (Number of cluster=K.fit (features);
Centroids €kmeans.clusters centers ;

Predict cluster€kmeans.predict (features);

End for

Wss=0;

For i={0} to length (features) do

Wss € centroids (predict cluster(i));

Cur-

rent wss€curent wss+ (\/features (i,0) — wss(0)+

Jfeatures (i,1) — wss(1)) ;
Tab wss[i] €curent wss;

4 Conclusion and future works

The article presented the previous researchers and the suggested solution on the in-
telligent tutoring system feedback, proposed a new method to personalize the feed-
back, and deducted the uses of k-means algorithm as the appropriate method to gener-
ate a group of clusters.

This work was carried out to present a new method to personalize feedback in a
pedagogical sequence of a programming language learning method. The authors are
positive that this new method will conduct to a good prediction of a personalized
feedback. Implementing and approving of the effectiveness of these recommendations
are lifted as a future works.
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