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Abstract—This systematic literature review aims to identify the recent re-

search trend, most studied factors, and methods used to predict student academic 

performance from 2015 to 2021. The PRISMA framework guides the study. The 

study reviews 58 out of 219 research articles from Lens and Scopus databases. 

The findings indicate that the research focus of current studies revolves around 

identifying factors influencing student performance, data mining (DM) algo-

rithms performance, and DM related to e-Learning systems. It also reveals that 

student academic records and demographics are primary aspects that affect stu-

dent performance. The most used DM approach is classification and the Decision 

Tree classifier is the most employed DM algorithm. 
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1 Introduction 

Student academic performance is a significant aspect in determining educational 

success at all levels [1, 2, 3]. Academic performance is crucial for students to continue 

their studies and secure their future [4, 5]. Several studies uncover factors that can pre-

dict their performance. Earlier studies such as McKenzie and Schweitzer [6], Andujar 

et al. [7], and Taniguchi et al. [8] employed classical statistical methods to determine 

these factors. Generally, regression analysis, discriminant analysis, and cluster analysis 

are examples of classical statistics approaches used in this area [9]. Artificial intelli-

gence methods such as Backpropagation, Support Vector Regression, Gradient Boost-

ing Classifier [10], Bayesian Classifier, Artificial Neural Network, and Decision Tree 

[11] are later employed. The latter involves a mix of advanced statistical methods and 

artificial intelligence heuristics and has contributed to the growth of educational data 

mining (EDM), which adds to our understanding of how to predict student academic 

performance [12, 13, 14, 15, 16]. EDM research studies [17] applied data mining (DM) 

techniques to data obtained from diverse educational systems to improve the quality of 

education [18]. Such mining is significant as it enables educators to take necessary in-

terventions to achieve optimal student performance [19]. 

To date, scholars are debating how to anticipate students’ academic performance, 

focusing on the types of variables that influence such a prediction [20, 21]. Based on a 
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SLR on EDM research by Saa et al. [22], several factors that predict student perfor-

mance and learning outcomes are identified. These factors are divided into four main 

categories which are student internal and external assessments, student e-Learning ac-

tivity, student demographics as well as social information. In a SLR on EDM studies, 

Shahiri et al. [23] discovered that the cumulative grade point average (CGPA), as well 

as the inner assessment, are widely employed to predict student performance. Other key 

characteristics mentioned by Shahiri et al. [23] include demographics, external assess-

ment, extracurricular participation, high school background, and social interaction net-

work. These findings are in line with Alyahyan and Düştegör’s recent study [24]. Al-

yahyan and Düştegör [24] reveal that students’ past academic qualifications, de-

mographics, e-Learning activities, psychological aspects, and environment are the com-

monly reported factors.  

Various techniques are utilized to predict students’ performance and the analysis by 

Peña-Ayala [25] has revealed that 60% of past EDM studies utilized predictive ap-

proaches while the remaining 40% employed descriptive approaches. Furthermore, 

classification and clustering are the most popular methodologies employed in EDM 

studies, according to a review by Saa et al. [22]. Decision Tree, Neural Network, Bayes-

ian Networks, Rule Induction, and Support Vector Machines are examples of classifi-

cation techniques that are frequently used to perform prediction [24]. Among these DM 

techniques, Neural Network is reported to provide the highest prediction accuracy, fol-

lowed by Decision Tree [23]. Other research, such as those by Devasia et al. [26] and 

Rifat et al. [27], have found that the algorithms’ accuracy varies. Hence, a thorough 

analysis of past related studies will help to unveil techniques that are often used and 

can produce good predictions. 

Over the past years, several SLRs related to the prediction of student performance 

were reported. Shahiri et al. [23] did a SLR on EDM studies to predict student perfor-

mance from 2002 until early 2015. Another review by Saa et al. [22] was based on 36 

EDM studies from 2009 to 2018 and the research uncovered characteristics that influ-

ence student performance in higher education. Both reviews are concerned with finding 

aspects that influence student performance as well as the DM techniques used. Al-

yahyan and Düştegör [24] reviewed 17 papers from 2015 to 2019 that were connected 

to anticipate academic performance in tertiary education. However, this study aims to 

build a set of criteria for educators to employ when using DM approaches to predict 

student performance. Another review study by Dutt et al. [28] emphasizes clustering 

algorithms employed over three decades, from 1983 to 2016. Nevertheless, this review 

is limited to the clustering approach. 

The rapid advancement in DM techniques that offer promising educational insights 

as well as the proliferation of EDM studies for educational predictions in recent years, 

points to the need to expand existing SLR endeavors to compile a more comprehensive 

list of factors that affect student performance and the DM techniques employed to pre-

dict this performance.  

SLR can be defined as a structured way to collect, critically analyze, incorporate, 

and present findings on a research issue or subject of interest from multiple research 
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studies [29]. SLR has more benefits compared to traditional literature review [30] Alt-

hough, the conventional review is generally faster and easier to conduct SLR is consid-

ered more reliable and unbiased [31]. 

This SLR study attempts to examine prediction-focus EDM studies that were pub-

lished in the Scopus and Lens databases between 2015 and June 2021 to identify the 

(a) research trend (b) most studied factors that affect student performance and (c) DM 

methods employed. 

2 Methodology 

The study used the SLR approach based on guidelines by Kitchenham et al. [32]. 

Planning, conducting, and reporting were the three key phases. The following two sub-

sections cover the first two phases, the planning phase and the conducting phase, while 

Section 3 covers the reporting phase. 

2.1 Planning 

In SLR, the initial step is planning. It consists of five phases, as detailed in the sub-

sections below.  

Determine research questions. In developing research questions, this study used 

the criteria provided by Kitchenham et al. [32]. Table 1 shows the features and details 

that drive the formation of research questions. 

Table 1.  Criteria of research questions 

Criteria Details 

Population/Participant School students, university students (student performance) 

Intervention Prediction techniques 

Outcome Research trend, factors affecting student performance, DM techniques used 

Context Educational institutions 

 

Based on the details in Table 1, the following are the research questions formed: 

─ RQ1: What is the research trend of prediction-focus EDM studies? 

─ RQ2: What are the aspects that affect student performance? 

─ RQ3: What are the DM approaches used to predict student performance? 

Identify keywords. The search keywords were derived based on the research ques-

tions stated. In this study, the search string used is: [(“educational data mining” OR 

“data mining”) AND (“predicting student performance” OR “predicting student 

achievement OR “factors affecting student performance” OR “factors affecting student 

achievement”)]. 

Identify the source. Lens and Scopus were the online databases chosen for this re-

search. The Lens platform aims to aid institutional problem solving by sourcing, merg-

ing, and linking open knowledge sets, including comprehensive scholarly works 
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(https://www.lens.org/). The Scopus database contains comprehensive, expertly cu-

rated content across a wide variety of disciplines (https://www.scopus.com/). 

Determine the criteria for inclusion and exclusion. Table 2 lists the criteria for 

inclusion and exclusion. This SLR included all articles retrieved from the search results, 

which met the given criteria. 

Table 2.  Criteria for inclusion and exclusion 

Inclusion criteria Exclusion criteria 

Journal articles 
Conference papers, review papers, books, magazines, 

editorials, notes, and short survey 

Primary literature Secondary literature, tertiary literature 

Published between 2015 and June 2021 Published before 2015 and after June 2021 

Meet the research keywords Duplicate reports of the same database 

Classified as EDM studies  

Must be full-text, available, and accessible article  

Must be written in English language  

 

Choose a data extraction strategy. The next step is to collect data from each study 

by searching the databases using the search string previously defined. Table 3 lists and 

describes the fields of the data collected. This study removed journal papers that did 

not provide appropriate information for one or more fields. 

Table 3.  Data layout 

Item Description 

Article ID 
An ID number is given to each article so that the article can be accessed easily 
during the review 

Article title The title of the journal article 

Author The author(s) of the journal article 

Year The publication year of the journal article 

Country The country in which the research was conducted 

Factors that influence 

student performance 

Factors affecting student performance that were studied, such as student de-

mographics, psychological aspects, and so forth 

DM approaches 
DM approaches used in the research, such as classification, clustering, regression, 

and so forth 

DM techniques 
DM algorithms used in the research, such as Support Vector Machine, Neural Net-

work, Decision Tree, and so forth 

Context Participants of the study 

2.2 Conducting the review 

The second phase of this SLR approach focuses on conducting the review. The four 

sections of this phase are as shown below.  

Identify the research. In this phase, the search string as determined in Section 2.1 

was used to search the Lens and Scopus online databases, respectively. Table 4 displays 
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the initial search results of the search engines. The Lens database retrieved 157 results, 

and the Scopus database retrieved 93 results. 

Table 4.  Online databases 

Online Database Results 

Lens 157 

Scopus 93 

 

Selecting the studies. The literature research employed the Preferred Reporting 

Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines [33]. Figure 1 

presents the PRISMA flowchart. This SLR only considered relevant journal papers that 

satisfied the inclusion criteria and examined the content of each chosen article to ensure 

its eligibility for inclusion. 

The cross-checking of search results from both databases revealed 30 similar arti-

cles. Hence, this study excluded these duplicated articles. Then, the articles were 

screened and 20 of them were excluded for not meeting the inclusion criteria or not 

related to the focus of this study. The screening that involved a semi-automatic paper 

selection through examination of the whole text of the remaining articles also discov-

ered that 90 papers were not DM studies. Moreover, 24 publications did not provide 

the full-text, 13 others were review articles, and 15 articles were not related to the focus 

of this study. This study further excluded these articles. Hence, this SLR only consid-

ered 58 journal papers. Table 6 (See “Appendix”) shows all selected articles. 

Extracting the data. Table 3 shows the data layout used to extract the information 

of selected articles. Such information served as data that helped the researcher gain 

significant insights to address the research questions of this study. Table 7 (See “Ap-

pendix”) shows the data extracted for the selected articles. 

Synthesizing the data. From the 58 selected articles, this SLR extracted three cate-

gories of research focus. These include identifying factors influencing student perfor-

mance, DM algorithms performance, and DM related to e-Learning systems. Table 8 

shows the research foci of the selected articles (See “Appendix”). Next, this study iden-

tified nine distinct categories of factors that influence student performance. Table 9 

shows the categories of factors that affect student performance and their descriptions 

(See “Appendix”). Based on the 89 DM algorithms used to predict student performance, 

this study also identified three categories of DM approaches. Table 10 indicates the 

categories of DM approaches for the selected articles (See “Appendix”). 
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Fig. 1. PRISMA flowchart 

3 Result 

The third phase of SLR is reporting. This section summarizes and reports on the 

analysis of the selected articles according to research questions. 

3.1 RQ1: What is the research trend of prediction-focus EDM studies? 

This study analyzed the research trend according to four aspects: research focus, 

publication year, first author’s country of origin, and study context.  
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Research focus. The research focus was classified into three main categories. Figure 

2 indicates the three main categories of research focus. Identifying factors influencing 

student performance is the most researched, accounting for 49%, followed by DM al-

gorithms performance (42%), and finally, DM to related e-Learning systems (9%). 

 

Fig. 2. Research focus 

Publication year. Figure 3 depicts the number of articles published within the 

chosen period. The line graph is going up, which indicates studies in this context are 

on an upward trend. The highest number of articles, 19 altogether, were published in 

2019. In the following year, there was a modest decline in the number of articles 

published, in which there were only 15. In 2015 and 2016, the number of articles 

published was the same, which is four. In 2017 and 2018, six and eight articles were 

published, respectively. As of June 2021, only two articles were published. 
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Research Focus 
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Fig. 3. Publication year of the selected research (2015 until June 2021) 

First author’s country of origin. Figure 4 shows the countries of origin of all first 

authors. With nine articles each, India and United Kingdom have the most published 

articles, followed by China with eight articles. Morocco, Philippines, and the United 

States of America tying for third place with three articles each. Cambodia, Canada, 

Iraq, Malaysia, Nigeria, and Spain have respectively produced two articles. Only one 

article was published in Egypt, Estonia, Indonesia, Ireland, Israel, Oman, Portugal, 

South Africa, Thailand, and Vietnam respectively.  

 

Fig. 4. First author’s country of origin 

Study context. The common of the studies, 49 in total, appear to be focused on 

higher education institutions. The remaining eight articles focused on secondary 

schools and one article focused on primary school.  
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Fig. 5. Study context 

3.2 RQ2: What are the aspects that affect student performance?  

This section compiles aspects affecting student performance. Student academic 

record is the most commonly reported aspect for predicting student performance, 

accounting for 34% of all compiled aspects, followed by student demographics (26%) 

and course attributes (11%). These four aspects form 71% of all compiled aspects. A 

limited number of studies examined other facets, such as student activities, student 

behavior, instructor attributes, student psychological, and student motivation, which 

account for the remaining 29%. Figure 6 depicts aspects that influence student 

performance, as found in the selected articles.  

 

Fig. 6. Aspects that affect student performance 

3.3 RQ3: What are the DM approaches used to predict student performance? 

Three DM approaches were discovered in the chosen studies: classification, 

clustering, and regression. With 48 studies, classification was the most used DM 

approach. Clustering came in second with 12 studies, and five studies used regression. 

Two approaches were employed simultaneously in seven (7) studies.  
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Fig. 7. DM approaches 

This study discovered 89 DM algorithms based on the 58 chosen articles. These 

include: LMT, PART, Random Forest (RF), J48, REP Tree, Fine Decision Tree (FDT), 

OneR, Jrip, Bayes Network (BN), Random Tree, Multi-Layer Perceptron (MLP), ID3, 

RBF, Decision Tree (DT), Prism, Lasso, K-means kernel, CART, k-Star, Convolutional 

Neural Networks (CNN), Long Short Term Memory (LSTM), Information gain (IG), 

Mutual Information (MI), The Proposed FS Method (MICHI), Chi-square (CHI), 
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Fine Gaussian SVM (FGSVM), Medium Gaussian SVM (MGSVM), Extra Tree, PPP, 

K-Nearest Neighbors (KNN), Linear support vector machines (L-SVM), Gaussian 
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support vector machines (R-SVM), Multiple regression, Swarm Optimization 

Combined Neural Network, Artificial Neural Network, Adam (Adaptive Moment 

Estimation), Recurrent Neural Network (RNN), NNge, Back Propagation Neural 

Network (BP-NN), Deep learning (DL), and Self-Organising Map. Table 5 shows the 

DM algorithms employed in at least nine studies.  
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Table 5.  Main DM algorithms employed 

DM algorithms Paper ID 
Number of  

articles 

Decision Tree 
classifiers  

P1, P2, P4, P5, P10, P13, P14, P15, P16, P17, P18, P22, P23, P24 P25, P26, 
P27, P29, P32, P37, P38, P40, P43, P44, P46, P48, P52, P54, P55, P58 

30 

Naïve Bayes 

classifiers 
P1, P6, P7, P10, P17, P19, P22, P24, P35, P36, P37, P54, P58 13 

Random Forest P1, P6, P7, P10, P17, P19, P22, P24, P35, P36, P37, P54, P58 13 

SVM classifiers P11, P15, P17, P20, P21, P22, P36, P43, P44, P48 10 

K-Nearest 
Neighbours 

P16, P19, P24, P25, P29, P36, P43, P48, P54 9 

4 Discussion 

RQ1: What is the research trend of prediction-focus EDM studies? 

This section discusses the findings of the review. For RQ1, the two main categories 

of the research focus are identifying aspects that influence student performance and 

examining DM algorithms performance. These two categories are often discussed in 

educational prediction studies in which DM was employed to determine factors that 

affect student performance and the performance of algorithms used were examined 

[34]. The findings are consistent with Shin and Shim’s research [35]. In addition, DM 

related to e-learning systems is the third category of the research focus on educational 

prediction studies as DM can uncover important insight in e-learning environments [36, 

37].  

This study extends SLRs reported in Shahiri et al. [23] and Saa et al. [22]. Saa et al. 

[22] analyzed articles published between 2009 and 2018, while Shahiri et al. reviewed 

articles published between 2002 and 2015. As indicated in Figure 3, there is a surge of 

publications in this area from 2019 to 2020. Hence, this study is significant to inform 

the latest trend in prediction-focus EDM studies. Moreover, this study retrieved articles 

from Lens and Scopus databases. Lens has the largest scholarly record index sourced 

from Microsoft Academic, Pubmed, and Crossref [38], and it provides comprehensive 

coverage of all relevant scholarly publications for this SLR study.  

RQ2: What are the aspects that affect student performance? 

In terms of RQ2, the findings reveal that one of the most influential aspects affecting 

student performance is student academic records. Thirty-four percent (34%) of the se-

lected studies used student academic records as the attribute to anticipate student per-

formance. In line with Shahiri et al. [23], one-third of their reviewed studies considered 

CGPA a critical aspect in predicting student performance. Similarly, based on the re-

view of 36 research papers from 2009 to 2018, Saa et al. [23] identified the most com-

mon aspects in predicting student performance are students’ previous grades and inter-

nal assessments. This is further supported by Asif et al. [39] who reported that student 

performance can be predicted by using academic results without any other characteris-

tics. This aspect is the most used in predicting student performance because it has a 

measurable value for measuring student performance [40]. In higher education, student 
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academic records can also be utilized to estimate their graduation [41, 42]. In summary, 

many prior studies support the finding of this study on this factor. 

Another most used aspect to predict student performance is student demographics. 

Age, ethnicity, gender, housing, family history, and family socioeconomic level are 

among the student demographics [43]. This finding is in alignment with findings from 

studies by Hussain et al. [44], Kumar and Radhika [45], Saa et al. [22], and Singh and 

Pal [46]. Shahiri et al. [23] also discovered that demographic factors are frequently 

applied to anticipate student performance. Furthermore, according to Hoe et al. [41], 

there is a strong link between student demographics and academic performance. Ac-

cording to Farooq et al. [47], socioeconomic status is the best indicator of student per-

formance. Apart from school, peer, and student factors, Farooq et al. [47] found that 

family characteristics are important determinants of students’ academic performance. 

Thus, it can be concluded that student demographics affect student performance.  

Eleven percent (11 %) of the studies reviewed used course attributes to predict stu-

dent performance. This is consistent with Wang and Chung’s study [48], which found 

that course-related variables are predictors of student performance. Other aspects, 

namely student activities, student behavior, instructor attributes, student psychology, 

and student motivation, are scarcely reported in ten or fewer studies. According to Saa 

et al. [22], attributes less reported in the literature are likely to have a minimal influence 

on student performance prediction. Hence, these aspects have a minor influence on such 

a prediction. 

RQ3: What are the DM approaches used to predict student performance? 

Classification is the most applied DM approach in which 83% of the reviewed stud-

ies employed this approach, whereas only a few studies employed clustering and re-

gression approaches. This is in line with the study by Mohamad and Tasir [49], which 

posited that classification is the most used approach in EDM research. As for the DM 

algorithms, the Decision Tree classifier is the most common algorithm employed in the 

selected articles. C4.5, J48, and ID3 are examples of decision tree classifiers, which 

have a tree-like structure with the root node at the top and the leaf nodes at the bottom 

[50]. Prior studies postulated that Decision Tree classifiers provide a clear way to un-

derstand the classification rules [51, 21]. Decision Tree classifiers are frequently used 

because they are easy to understand and have high predictive accuracy [52].  

The second most popular algorithms for predicting student performance are Bayes-

ian Networks and Random Forest. Bayesian Networks are graphical models with nodes 

and directed edges that are probabilistic in nature [53]. Simple models that explain a 

certain form of Bayesian network with all attributes being class-conditionally inde-

pendent are known as Naïve Bayes classifiers [54], which are frequently used in EDM 

studies [43]. Naïve Bayes classifiers comprise algorithms such as Gaussian, Multino-

mial, and Bernoulli [22]. The key benefit of employing Naïve Bayes classifiers is that 

the outcome from the prediction model using Naïve Bayes can be easily translated into 

human language [43]. Random Forest begins with the conventional Decision Tree. 

However, this algorithm advances classification to the next level by merging numerous 

cases [55]. In several studies, Random Forest produces higher accuracy rates when 

compared with Decision Tree and Naïve Bayes [56, 55]. Next, SVM classifiers rank 

three in the list of most used algorithms. SVM classifiers are not as regularly used but 
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it has its advantages. Firstly, SVM has a high degree of generalization and is faster than 

other methods [57]. SVM is also well-suited for small datasets [16]. Lastly, the K-

Nearest Neighbours is identified as the least used algorithm in the selected articles. This 

algorithm is straightforward in that it maintains all available cases and categorizes new 

ones using a similarity metric [58]. The benefits of K-Nearest Neighbours include its 

applicability for both classification and regression predicting issues as well as its ro-

bustness in terms of search space where classes do not have to be linearly separable 

[59]. 

5 Conclusion and future work 

This study examined three research questions to gain a better understanding of pre-

diction-focus EDM studies reported in 58 journal articles from 2015 to June 2021. The 

SLR reveals three categories of the research focus of these 58 studies, which include 

the identifying aspects influencing student performance (49%), DM algorithms perfor-

mance (42%), and DM related to e-Learning systems (9%). The selected journal articles 

are mainly about higher education institutions, and most journal articles were published 

in 2019 with most authors are from India, United Kingdom, and China. The SLR also 

reveals student academic records and student demographics as the main aspects used to 

predict student performance. Classification is the most used DM approach, with Deci-

sion Tree classifiers are identified as the most employed algorithm, followed by Bayes-

ian Network and Random Forest. These findings provide useful insights for future re-

searchers and educational practitioners to identify potential and relevant student per-

formance predictors in their respective contexts as well as choices of classifier algo-

rithms for performing such a prediction. A good prediction of student performance also 

enables early interventions to be implemented to enhance their actual performance. 
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Israel 2019 

Primary 

school 
[86] 

P29 

A large‑ scale imple-

mentation of predictive 

learning analytics in 
higher education: the 

teachers’ role and per-

spective 

Educational 

Technology Re-
search and De-

velopment 

Herodotou, C., Rien-

ties, B., Boroowa, A., 
Zdrahal, Z., & Hlosta, 

M. 

United 

King-

dom 

2019 

Higher 

educa-
tion in-

stitution 

[87] 
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P30 

An Improved Back-

propagation Neural net-
work for the Prediction 

of College Students’ 

English Performanc 

International 

Journal of 
Emerging Tech-

nologies in 

Learning 

Liu, W. China 2019 

Higher 

educa-

tion in-
stitution 

[88] 

P31 

Analytics of communi-

ties of inquiry: Effects 
of learning technology 

use on cognitive pres-

ence in asynchronous 
online discussions 

The Internet and 

Higher Educa-
tion 

Kovanović, V., 
Gašević, D., Joksi-

mović, S., Hatala, M., 

& Adesope, O. 

Canada 2015 

Higher 
educa-

tion in-

stitution 

[89] 

P32 

Application of Com-

puter Data Analysis 

Technology in the De-

velopment of a Physi-

cal Education Examina-

tion Platform 

International 
Journal of 

Emerging Tech-

nologies in 
Learning 

Cheng, F., Yin, Y. China 2019 

Higher 

educa-

tion in-

stitution 

[90] 

P33 

Application of E-

Learning Assessment 
Based on AHP-BP Al-

gorithm in the Cloud 

Computing Teaching 
Platform 

International 

Journal of 

Emerging Tech-
nologies in 

Learning 

Hu, C. China 2016 

Higher 
educa-

tion in-

stitution 

[91] 

P34 

Avoiding Help Avoid-

ance: Using Interface 

Design Changes to Pro-
mote Unsolicited Hint 

Usage in an Intelligent 

Tutor 

International 

Journal of Artifi-
cial Intelligence 

in Education 

Maniktala, M., Cody, 

C., Barnes, T., Chi, 

M. 

United 

States of 

America 

2020 

Higher 

educa-
tion in-

stitution 

[92] 

P35 

Benchmarking factor 
selection and sensitiv-

ity: a case study with 

nursing courses 

Studies in 

Higher Educa-
tion 

Langan, A. M., Har-
ris, W. E., Barrett, N., 

Hamshire, C., & 

Wibberley, C. 

United 

King-
dom 

2019 

Higher 
educa-

tion in-

stitution 

[93] 

P36 

Contrasting prediction 

methods for early 
warning systems at un-

dergraduate level 

The Internet and 

Higher Educa-

tion 

Howard, E., Meehan, 
M., Parnell, A. 

Ireland 2018 

Higher 

educa-
tion in-

stitution 

[94] 

P37 

Data mining approach 

to predicting the perfor-
mance of first year stu-

dent in a university us-

ing the admission re-
quirements 

Education and 

Information 
Technologies 

Adekitan, A. I., 

Noma-Osaghae, E. 
Nigeria 2018 

Higher 
educa-

tion in-

stitution 

[12] 

P38 

Dropout Situation of 

Business Computer 
Students, University of 

Phayao 

International 
Journal of 

Emerging Tech-

nologies in 
Learning 

Nuankaew, P. Thailand 2019 

Higher 

educa-
tion in-

stitution 

[95] 

P39 

Implementation of the 
Analytic Hierarchy 

Process for Student 

Profile Analysis 

International 

Journal of 

Emerging Tech-
nologies in 

Learning 

Sael, N., Hamim, T., 

Benabbou, F. 
Morocco 2019 

Higher 
educa-

tion in-

stitution 

[96] 
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P40 

Improving the portabil-

ity of predicting stu-
dents’ performance 

models by using ontol-

ogies 

Journal of Com-
puting in Higher 

Education 

López-Zambrano, J., 
Lara, J. A., Romero, 

C. 

Spain 2021 

Higher 

educa-

tion in-
stitution 

[97] 

P41 

Learning analytics 

should not promote one 
size fits all: The effects 

of instructional condi-

tions in predicting aca-
demic success 

The Internet and 

Higher Educa-
tion 

Gašević, D., Dawson, 

S., Rogers, T., Gase-
vic, D. 

United 

King-
dom 

2019 

Higher 
educa-

tion in-

stitution 

[98] 

P42 

Lecturer Performance 

System Using Neural 

Network with Particle 

Swarm Optimization 

Computer Appli-

cations in Engi-

neering Educa-

tion 

Rashid, T. A., Ah-

mad, H. A. 
Iraq 2016 

Higher 

educa-

tion in-

stitution 

[99] 

P43 

Models for early pre-
diction of at-risk stu-

dents in a course using 

standards-based grad-
ing 

Computers & 
Education 

Marbouti, F., Diefes-

Dux, H. A., & 

Madhavan, K. 

United 

States of 

America 

2016 

Higher 

educa-
tion in-

stitution 

[100] 

P44 

Multi-Dimensional 
Analysis to Predict Stu-

dents’ Grades in Higher 

Education 

International 

Journal of 

Emerging Tech-
nologies in 

Learning 

Gamie, E. A., El-

Seoud, M., Salama, 
M. A., Hussein, W. 

Egypt 2019 

Higher 
educa-

tion in-

stitution 

[101] 

P45 

Near real-time compre-

hension classification 
with artificial neural 

networks: decoding e-

Learner non-verbal be-
havior 

IEEE Transac-

tions on Learn-
ing Technologies 

Holmes, M., Latham, 

A., Crockett, K., & 
O'Shea, J. D. 

United 

King-
dom 

2017 

Higher 
educa-

tion in-

stitution 

[102] 

P46 

On Predicting Learning 
Styles in Conversa-

tional Intelligent Tutor-

ing Systems using 
Fuzzy Decision Trees 

International 

Journal of Hu-
man-Computer 

Studies 

Crockett, K., Latham, 
A., Whitton, N. 

United 

King-

dom 

2017 

Higher 

educa-
tion in-

stitution 

[103] 

P47 

Predicting effective 

course conduction strat-

egy using data mining 
techniques 

Educational Re-
search and Re-

views 

Parkavi, A., Lakshmi, 

K., Srinivasa, K. G. 
India 2017 

Higher 

educa-

tion in-
stitution 

[104] 

P48 

Predicting students’ fi-
nal degree classifica-

tion using an extended 

profile 

Education and 

Information 
Technologies 

Al-Sudani, S., 

Palaniappan, R. 

United 

King-
dom 

2019 

Higher 
educa-

tion in-

stitution 

[105] 

P49 

Prediction Model on 
Student Performance 

based on Internal As-

sessment using Deep 
Learning 

International 
Journal of 

Emerging Tech-

nologies in 
Learning 

Hussain, S., Muhsion, 
Z. F., Salal, Y. K., 

Theodorou, P., Kur-

toglu, F., Hazarika, 
G. C. 

India 2019 

Higher 

educa-
tion in-

stitution 

[69] 

P50 

Score Prediction Model 
of MOOCs Learners 

Based on Neural Net-

work 

International 

Journal of 

Emerging Tech-

nologies in 

Learning 

Zhang, Y., Jiang, W. China 2018 

Higher 
educa-

tion in-

stitution 

[107] 
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P51 

Social presence in 

online discussions as a 
process predictor of ac-

ademic performance 

Journal of Com-

puter Assisted 

Learning 

Joksimović, S., 

Gašević, D., Ko-
vanović, V., Riecke, 

B. E., & Hatala, M. 

United 

King-

dom 

2015 

Higher 

educa-
tion in-

stitution 

[107] 

P52 

Student Academic Per-
formance Prediction us-

ing Supervised Learn-

ing Techniques 

International 

Journal of 

Emerging Tech-
nologies in 

Learning 

Imran, M., Latif, S., 

Mehmood, D., & 
Shah, M. S. 

Portugal 2019 
High 

school 
[108] 

P53 

Study on Student Per-

formance Estimation, 
Student Progress Anal-

ysis, and Student Po-

tential Prediction based 

on Data Mining 

Computers & 

Education 
Yang, F., & Li, F. W. China 2018 

High 

school 
[109] 

P54 

The potential for stu-
dent performance pre-

diction in small cohorts 

with minimal available 
attributes 

British Journal 

of Educational 

Technology 

Wakelam, E., Jeffer-

ies, A., Davey, N., 

Sun, Y. 

United 

King-

dom 

2020 

Higher 

educa-
tion in-

stitution 

[110] 

P55 

Towards an Intelligent 

Hybrid Recommenda-

tion System for E-
Learning Platforms Us-

ing Data Mining 

International 

Journal of 

Emerging Tech-
nologies in 

Learning 

El Mabrouk, M., 

Gaou, S., Rtili, M. K. 
Morocco 2017 

Higher 
educa-

tion in-

stitution 

[111] 

P56 

User Profiling in a 

SPOC: A method based 

on User Video Click-
stream Analysis 

International 

Journal of 
Emerging Tech-

nologies in 

Learning 

Belarbi, N., Chafiq, 
N., Talbi, M., Namir, 

A., Benlahmar, E. 

Morocco 2019 

Higher 

educa-

tion in-
stitution 

[112] 

P57 

Using institutional data 

to predict student 
course selections in 

higher education 

The Internet and 

Higher Educa-

tion 

Ognjanovic, I., Gase-
vic, D., Dawson, S. 

Canada 2016 

Higher 

educa-
tion in-

stitution 

[113] 

P58 

Utilizing Early Engage-

ment and Machine 
Learning to Predict 

Student Outcomes 

Computers & 
Education 

Gray, C. C., Perkins, 
D. 

United 

King-

dom 

2019 

Higher 

educa-
tion in-

stitution 

[114] 

Table 7.  Data extraction 

Paper 

ID 
Factors examined DM algorithms 

P1 

Gender, Students’ Income, Students’ Transportation, 

Mode of study, Accommodation Type, Job status, GPA, 
Result of the student, Size of the class 

J48, LMT, Random Forest, Random 

Tree, REP Tree, OneR, PART, Jrip, 
Bayes Network, Multi-Layer Perceptron 

P2 

First semester grade, Class test score, Second semester 

grade, Assignment completed, Class lab work, Class at-

tendance 

ID3, J48 

P3 

Gender, Background (urban, rural), Mother’s qualifica-

tion, Mother’s occupation, Father’s qualification, Fa-

ther’s occupation, Parents staying together or apart, 

Joined engineering willingly or under parental pressure, 
Quality of family relations, Most engineering subjects 

RBF 
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are interesting, Most engineering subjects are complex, 

Participation in extracurricular activities, Time spent in 
sports or extra-curricular activities, Study duration 

weekly, Time spent with friends weekly, Sleeping time 

duration daily, Financial distress, Health impairment, 
Type of internet connectivity on smartphone, Frequency 

of internet usage daily, Frequency of internet access 

during class, Does internet feel addictive, Absent per-
centage, Previous failures, 10 class division, 12 class di-

vision, Internal grade1, Internal grade 2, Previous 

CGPA1, Previous CGPA 2 

P4 
Age, Ethnics, Gender, Parents Income, Entry Level, 

Program, CGPA 
Decision Tree 

P5 

Students’ name, age, gender, family belong to nuclear 

family or joint family, family occupation & educational, 

qualification of family members, economic factors, lo-

cation feature, government, self-financed, personal fac-
tors, course and nature of college, college factors, social 

factors and spending time in television, mobile, com-

puter, Academic factors 

Prism, J48 

P6 GPA, Experience with online courses, Age Random Forests, Lasso 

P7 

Gender, Age, State, Graduation Univ, School state 10, 

School state 12, Graduation state, 10th, 12th, Ug/Pg 
sem1, Ug/Pg sem2, Graduation per, Stream12, Mother 

occupation, Father occupation, Mother qualification, Fa-

ther qualification, Type of family, Number of siblings, 
Type of school 10, Type of school 12, Regular or dis-

tant, Sales result oriented, Sales multitask, Sales inquisi-

tive, Sales flexible, Sales charismatic, Sales people, 
Cognitive skills articulate, Cognitive skills proficient, 

Cognitive skills logical, HrScore, HrPer, Automata 

score, Automata per, Computer prog, Score CS score, 
Excel score, Computer Prog Per, Fascore, faper, English 

Score, English Per, Vocabulary, Grammar, Comprehen-

sion, Communication, Quant Score, QA per, Logical 
Score, LA per, Inductive Reasoning, Deductive Reason-

ing, Abductive Reasoning, Basic Mathematics, Engi-

neering Mathematics, Applied Mathematics, Personality 
Score, Personality Per, Agreeableness, Extraversion, 

Neuroticism, Conscientiousness 

K-means kernel, Simple CART, k-Star, 
Random Tree, Random Forest 

P8 

CGPA, CGPA-Pre-Semester, Credits earned, English 

Mark_L1, English Mark_L2, English Mark_L3, En-
trance Mark s1, Entrance Mark s2, Entrance Mark s3, 

GPA Semester, Students’ intake, Faculty, Field of 

Study, Number of credits, Gender 

Long Short Term Memory (LSTM), 

Convolutional Neural Networks (CNN) 

P9 

Parents’ educational levels, Parents’ occupational status, 

Parents’ socioeconomic levels, Parents’ involvement, 
Parenting styles, Domestic environment, Self-disci-

plines, Students’ interest and motivation, Students’ anx-

iety toward their classes and exams, Students’ posses-
sion materials, Class environment, Curriculum, Teach-

ing methods and practices, Teachers’ attribute & charac-
teristics, Academic resource 

Chi-square (CHI), Information gain 
(IG), Mutual Information (MI), The Pro-

posed FS Method (MICHI) 

P10 
Gender, Caste, Class X Percentage, Class XII Percent-
age, Internal assessment percentage, Marital status, 

Lived in town or village, Admission category, Family 

J48, PART, Random Forest, Bayes Net-

work 
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monthly income, Family size, Father qualification, 

Mother qualification, Father occupation, Mother Occu-
pation, Number of friends, Study hours, Student school 

attended at Class X level, Medium, home to college 

Travel time, Class attendance percentage 

P11 
Senior high school grade, GPA in first semester, Final 

GPA, Attendance in first semester 

K-means, Linear Regression, Support 

Vector Machine 

P12 

GPA, Time to degree, course code, Semester, course 
difficulty, Course complexity, Student potential, Course 

weight, Course type, Course level, Class size, Student 

prior learning details 

Genetic Algorithm 

P13 

Sex, Status, address, Age, Citizenship, Economic status, 

Strand, Course first choice, GPA, Verbal, Non-verbal, 

Stanine, Math, Science, English, Standing 

C4.5, Naive Bayes 

P14 

Gender, Age, Course, section, Schedule, Grade in Pro-

gramming 1, Grade in Programming 2, Grade in Pro-

gramming 3 

CHAID, Exhaustive CHAID, CRT, 

QUEST, J48, Bayes Network, Naive 

Bayes, JRip 

P15 

Gender, Race/ethnicity, Parental level of education, Ac-

cess to lunch, Test preparation, Mathematics score, 

Reading score, Writing score 

Linear support vector machines 

(LSVM), Fine Decision Tree (FDT), 
Coarse Decision Tree (CDT), Medium 

Decision Tree (MDT), logistic regres-

sion (LR), Gaussian Naive Bayes 
(GNB), Kernel Naive Bayes (KNB), 

quadratic SVM (QSVM), cubic SVM 

(CSVM), fine Gaussian SVM 
(FGSVM), medium Gaussian SVM 

(MGSVM) 

P16 

Sex of students, Students category, Discussion at home, 

Own computer /laptop, Laptop shared with family, 
Study desk at home, Own mobile phone, Own Gaming 

system, Heating/Cooling systems at, Absent from 

school, How often use computer at school, Access text-
books, Completed assignments, Collaborate with class-

mates, Communicate with teacher, Students grade in 

Senior Secondary Education, Fathers qualification, 
Mother’s qualification, Father’s occupation, Mother’s 

occupation, Performance in B.C.A 

Decision Tree, Naïve Bayes, K-Nearest 
Neighbors, Extra Tree 

P17 

Open date of an assignment (OpenD), the date of first 
view of the assignment (FirstviewD), the date of assign-

ment submission (SubmissionD), the due date of the as-

signment (Deadline) 

PPP, Linear support vector machines (L-

SVM), radial basis function kernel sup-
port vector machines (R-SVM), Gauss-

ian processes (GP), Decision Tree, Ran-

dom Forest, Neural Network, AdaBoost 
(ADB), Naive Bayes 

P18 
Gender, region, highest education, deprivation band, age 
band, disability, the number of previous attempts 

Decision Tree, Linear Regression, M5P 
Regression 

P19 Public examinations results 
Naïve Bayes, Random Forest, K-Nearest 

Neighbors 

P20 

Gender, Caste, Matric Percentage, XII Percentage, Re-

appear/back paper, Marital status, Living status, Admis-
sion category, Family income, Family size, Father’s 

qualification, Mother’s qualification, Father’s occupa-

tion, Mother’s occupation, Number of friends, Study 

hours, Type of school attended, Medium, Travel time 

between college and home 

Naive Bayes, Logistic Regression, Sup-

port Vector Machine, Multi-Layer Per-

ceptron, J48, Random Forest 
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P21 

School, sex, age, address, Family size, Parent's cohabi-

tation status, Mother's education, Father's education, 
Mother’s job, Father's job, Reason to choose this school, 

Student’s guardian, Home to school travel time, Family 

educational support, Quality of family relationships, 
Number of past failures, school educational support, 

Off-campus tutorial, extra-curricular activities, Attended 

nursery school, Wants to take higher education, Number 
of school absences, The first monthly exam grade, Mid-

term exam grade, The second monthly exam grade, 

Weekly study time, Internet access at home, With a ro-
mantic relationship, Free time after school, Going out 

with friends, Workday alcohol consumption, Weekend 

alcohol consumption, Current health status 

mRMR, LLEScorE, SVM-RFE, Relief, 

ARCO, AVC, MSVM-RFE, ReliefF, 

MUACD, MAVC, Support Vector Ma-
chine 

P22 

Books lending time, books’ name, Books’ ISBN, Cate-

gory of consumption, Position of consumption, Way of 
consumption, Time of consumption, Amount of con-

sumption, Balance of consumption, Students’ id, Time 

of entering/leaving dormitory, Direction of enter-
ing/leaving dormitory, Number of library gate, Time of 

entering/leaving library, Number of faculty, Grades 

ranking 

Support Vector Machine, Logistic Re-
gression, Bayes Network, Decision 

Tree, Random Forest 

P23 

Student stanine during the admission test, Undergradu-
ate Student General Weighted Average, Student scholar-

ship while in college, Student honors received during 

graduation, A student who enrolled in LET Review 
Centers, A student who passed/failed the LET Exam 

Naive Bayes, C4.5 

P24 

Parents’ educational levels, Parents’ occupational status, 

Parents’ socioeconomic levels, Parents’ involvement, 

Parenting styles, Domestic environment, Self-disci-
plines, Students’ interest and motivation, Students’ anx-

iety toward their classes and exams, Students’ posses-

sion materials, School and class environment, Curricu-
lum, Teaching methods and practices, Teachers’ attrib-

ute & characteristics, Academic resource, Student’s per-

formance level based on their mark or score 

K-Nearest Neighbor, C5.0, Random 
Forest 

P25 
Gender, Final CGPA, All the courses enrolled by the 

students, Courses’ grades 

K-Nearest Neighbor, Naïve Bayes, De-

cision Tree, Logistic Regression 

P26 Courses’ score, Lecturers’ name, Courses’ information Apriori, Decision Tree 

P27 Events in the log file, Final mark in the courses J48 

P28 Grades, Number of retries, Time spent solving questions 
CER, UBCF, TBR, EduRank, 

EigenRank SVD 

P29 

Gender, Age, Disability, Ethnicity, Education level, In-

dex of Multiple Deprivation (IMD band), Students’ pre-
vious experience of studying at a university, Best previ-

ous course score achieved, Sum of previous credits 

achieved 

Naïve Bayes, CART, k-Nearest Neigh-

bors 

P30 NCEE Score, Gender, Age, Learning attitude Neural Network 

P31 Technology-use profiles, Cognitive presence Dendogram Tree 

P32 
Exam type, Exam item, Score management, Score anal-

ysis, System administration 
Decision tree 

P33 
Learning attitude, Capability of active participation, The 
use of E-learning platform, Capability of cooperative 

learning 

Neural Network 
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P34 Impact of completion rate, System errors on the group Deep Thought 

P35 
Age, Gender, Ethnicity, Registered ‘disability’, Home 

address 
Random Forests 

P36 
Gender, Elective, Option or core, Repeating course, Stu-
dents’ year of study, Students’ program 

Bayesian Additive Regressive Trees 

(BART), Random Forests (RF), Princi-
pal Components Regression (PCR), 

Multivariate Adaptive Regression 

Splines (Splines), K-Nearest Neighbours 
(KNN), Neural Networks (NN), Support 

Vector Machine (SVM) 

P37 CGPA, Class of degree 

Random Forest, Tree Ensemble, Deci-

sion Tree, Naive Bayes, Logistic Re-

gression, Resilient backpropagation 

(Rprop) Multi-Layer Perceptron, Linear 

regression, Quadratic regression 

P38 Students, Attendance class, Join the activities Decision Tree 

P39 

Academic results, Basic information, Financial situa-

tion, Intellectual level of parents, Information on family 

stability 

Fuzzy Analytic Hierarchical Process 
(AHP) 

P40 
Subject or name of the course, Identification code, 
Name of the degree, Year in the degree/curriculum, 

number of students, Level of Moodle Usage 

J48 

P41 

Percent mark, Academic status, Age, Gender, Interna-

tional student, Language spoken at home, Home re-
moteness, Previous enrollment in the same course 

Multiple regression 

P42 
Student Feedback, Lecturers Portfolio, Continuous Aca-
demic Development (CAD) 

Swarm Optimization Combined Neural 
Network 

P43 
Grades for attendance, Quizzes, Weekly homework and 
participation, Project milestones, Mathematical model-

ing activity tasks, Exams 

Logistic Regression, Support Vector 

Machine, Decision Tree, Multi-Layer 

Perceptron, Naive Bayes, K-Nearest 
Neighbour 

P44 
Student grade, Number of course logins, School leaving 
grade, Module type, Attendance 

Neural Networks, Decision Tree, Sup-
port Vector Machine, Bayesian network 

P45 
Detecting learner comprehension of on-screen infor-

mation during e-learning activities 
Artificial Neural Network 

P46 Behaviour, Test scores Decision Tree 

P47 Course conduction strategy Linear regression 

P48 Academic, Demographic, Psychological, Economic 
Neural Network, K-Nearest Neighbour, 
Decision Tree, Support Vector Machine 

P49 
Exam, Subject, Internal assessment marks, CGPA, Re-

sult 

Adam (Adaptive Moment Estimation), 

Deep learning (DL), Recurrent Neural 

Network (RNN), AIRS2 (Artificial Im-
mune Recognition System v2.0), Ada-

boost 

P50 

Learner learning behaviour, Course interaction times, 

Number of interactive days in the course, Number of 

course chapters, Number of posts in the forum, The 
length of course 

Neural Network 

P51 Social presence Multiple regression 

P52 
Educational background, Social, Demographics, Family, 

Socioeconomic status 
Decision Tree, NNge, MLP 
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P53 
Learning Mode, Perception, Input, Organization, Pro-

cessing, Understanding 

Back Propagation Neural Network (BP-

NN) 

P54 

Age, Gender, Region, Residence, Guardian info, 

Cleared certificates, Scholarships, Results, Recent as-
signment results, Quizzes, Final exam, CGPA, Attend-

ance, Interaction with social media websites, Games 

partitions, Sports, Hobbies, Behavior, Absence, Re-
marks 

Decision Tree (DT), K-Nearest Neigh-

bours (KNN), Random Forest (RF) 

P55 Field, Subject, Publishing house, Book Decision Tree 

P56 Video clickstream behaviour Bayesian method, K-means algorithm 

P57 
Prior course enrolments, GPA, Gender, Country of 
origin, Potential career objectives, Course scheduling, 

Instructor demographics, Course, Teacher evaluations 

AHP based algorithm 

P58 Attendance, Academic standing, School, Program, Year 

Random Tree, Random Forest, Naive 

Bayes, Multi-layer Perceptron, Self-Or-

ganising Map, C4.5 Tree 

Table 8.  Research focus of the selected articles 

Research Topics Paper ID 

Identification of attributes influ-

encing students’ performance 

P1, P2, P3, P4, P7, P10, P13, P14, P15, P16, P17, P19, P21, P22, P23, 
P24, P25, P26, P27, P29, P30, P31, P32, P35, P36, P37, P38, P39, P41, 

P46, P47, P48, P50, P51, P53, P54, P56, P57, P58 

Data mining performance  

P5, P8, P9, P10, P11, P12, P14, P15, P16, P19, P20, P21, P23, P24, 

P25, P26, P32, P33, P34, P36, P37, P39, P40, P42, P43, P44, P45, P46, 

P47, P48, P49, P52, P53 

E-learning systems P6, P18, P28, P33, P45, P50, P55 

Table 9.  Categories of factors that affect the students’ performance and their description 

Attributes affect-

ing the students’ 

academic success 

Description Paper ID 

Students’ academic  

Record 

The records that related to academic perfor-

mance e.g., study duration, student’s exam 

result, assessment mark, GPA, CGPA, and 
class attendance. 

P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, 

P11, P12, P13, P14, P15, P16, P18, P19, 
P20, P21, P22, P23, P24, P25, P27, P28, 

P29, P30, P37, P38, P39, P41, P42, P43, 

P44, P46, P48, P49, P52, P54, P57, P58 

Students’ de-

mographics 

The demographic factors include age, gen-

der, geographical affiliation, ethnicity, na-
tionality, marital status, socioeconomic sta-

tus (SES), parental education, language, fi-

nancial, and religious affiliations. 

P1, P3, P4, P5, P6, P7, P8, P9, P10, P11, 

P12, P13, P14, P15, P16, P18, P20, P21, 

P22, P24, P25, P28, P29, P30, P35, P36, 
P39, P41, P48, P52, P54, P57 

Students’ activities 

Information that related to the students’ ac-
tivities such as extracurricular activities, e-

learning activities, internet usage and time 

spent with friends. 

P3, P5, P16, P21, P31, P33, P45, P51, 

P52, P54 

Students’ behav-

iour 

The way that the students behave e.g., pro-

crastination and self-discipline. 

P17, P18, P22, P24, P30, P33, P34, P50, 

P56 

Students’ motiva-

tion 

Factors that make the students be motivated 
e.g., parents’ involvement and students’ in-

terest. 

P3, P24 
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Courses’ attributes 

Characteristics that related to the course 

e.g., credit hours, field of study and course 
difficulty. 

P4, P8, P26, P32, P36, P40, P44, P47, 

P49, P50, P55, P57, P58 

Instructors’ attrib-
utes 

Characteristics that related to the instructor 
e.g., teaching methods and practices. 

P9, P24, P26, P27, P29, P42, P57 

Students’ psycho-

logical aspects 

Psychological attributes of the students 

e.g., cognitive abilities and personalities. 
P7, P9, P31, P39, P48, P53, P54 

Table 10.  Categories of DM approaches 

Categories of 

DM approaches 
Paper ID 

Classification 

P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11, P12, P13, P14, P15, P16, P17, P18, P19, 

P20, P21, P22, P23, P24, P25, P26, P27, P29, P30, P32, P33, P35, P37, P38, P39, P40, 
P42, P43, P44, P45, P46, P48, P49, P52, P53, P54, P55, P56, 

Clustering P7, P11, P17, P28, P31, P34, P36, P49, P50, P56, P57, P58 

Regression P18, P37, P41, P47, P51 
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