
Paper—Features of Group Online Learning Behaviours Based on Data Mining 

Features of Group Online Learning Behaviours Based on 

Data Mining 

https://doi.org/10.3991/ijet.v17i04.29583 

Zhu Tanbo1(), Wang Lei2, Wang Die3 
1 State Grid Shandong Electric Power Company, Jinan, China 

2 State Grid Shandong Electric Power Company, Tai'an Power Supply Company, Taian, China 
3 State Grid Shandong Electric Power Company, Electric Power Research Institute, Jinan, 

China 

zhutanbo@sd.sgcc.com.cn 

Abstract—With the development of information technology, how to scien-

tifically and properly organizing and guiding learners to learn actively and effi-

ciently has become a research subject for domestic and foreign scholars. How-

ever, existing research on online learning behaviours studied little about learn-

ing attitudes, learning preferences, student-student interaction, teacher-student 

interaction and so on. To this end, this paper studies the features of group online 

learning behaviours based on data mining. In this paper, a K-means-based 

group online learning behaviour feature selection model and an AdaBoost-

based group online learning behaviour classification model were constructed, 

and the processing methods, execution processes and algorithm functions of the 

two models were described in detail. Finally, the effectiveness of the construct-

ed models was verified through an experiment. 

Keywords—data mining, online learning, analysis of learning behaviour fea-

tures, learning group 

1 Introduction 

The development of information technology has been promoting continuous 

changes in modern teaching models and learning forms [1-6]. In this context, how to 

scientifically and properly organize and guide learners to learn actively and efficiently 

has become a research subject for domestic and foreign scholars [7-12]. To achieve 

this goal, it is particularly important to analyze and study the features and patterns of 

learners’ learning behaviours [13-18]. The analysis of learning behaviour features 

includes two parts - group feature analysis and individual feature analysis. The latter 

is the basis and refinement of the former, and the two types of features analyses sup-

port each other and develop together [19-25]. Luckily, with the increase of online 

open course learning platforms, online open courses and online learners, the learning 

behaviour data generated in the learning process of learners are gradually accumulat-

ing, further supporting the exploration of the learning behaviour features and patterns 

of learners in the online learning environment.  
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In order to identify and analyze the behavioural patterns that affect students’ aca-

demic performance in the undergraduate computer programming course, Prem-

chaiswadi et al. [26] integrated various subjects such as process mining, e-learning, 

and educational data mining to discuss the opportunity to apply event modelling and 

process management technologies in e-learning systems. Umam et al. [27] showed the 

design of an ubiquitous learning model and demonstrated the learners’ experiences in 

improved engagement and behaviour when IIMG was used for learner-lecturer inter-

action, with the aim of identifying ubiquitous learning scenarios, understanding learn-

ers’ and lecturers’ impressions about engagement and behaviours and their contribu-

tions to learning. Som et al. [28] used a simple deep learning-based machine learning 

model to automatically determine the overall collaboration quality of a group based 

on the notes about the personal role, level and behaviours of each individual student 

in the group, and also explored the use of an ordinal cross-entropy loss function and 

studied its effect with and without mixup. Sacharidis et al. [29] proposed the idea of 

how to extract a more suitable model to explain and predict group learning decisions 

by observing the decision results. Online learning via online education platforms is a 

way that effectively integrates education with information technology, which has a 

great impact on the learning methods and modes used by students. Wang and Zhang 

[30] first obtained typical observation indicators as the original data set, then extract-

ed six that can objectively reflect the learning behaviour features through correlation 

analysis, and finally put forward appropriate suggestions from the perspective of 

teaching management according to the learning behaviour features of different 

groups.  

The existing domestic and foreign research on online learning behaviours mostly 

focused on analyzing the differences between online learning behaviour features and 

traditional teaching and learning behaviour features or predicting learners’ learning 

styles or individualized learning needs from a psychological perspective based on the 

analysis results of learning behaviours. However, little research has been done on the 

learning attitudes, learning preferences, student-student interaction and teacher-

student interaction. In addition, traditional research methods such as questionnaires 

cannot objectively reflect the group cognitive behaviours of learners during online 

learning, and further research is much needed. To this end, this paper studied the 

features of group online learning behaviours based on data mining. First, a K-means-

based group online learning behaviour feature selection model and an AdaBoost-

based group online learning behaviour classification model were constructed. Then, 

the processing methods, execution processes and algorithm functions of the two mod-

els were described in detail. Finally, the effectiveness of the constructed models was 

verified through an experiment. 

2 Selection of group learning behaviour features 

Figure 1 shows the analysis process of group online learning behaviours. It can be 

seen that group online learning behaviours can be analyzed based on the content of 

the group online learning environment and the accumulated data of online learning 
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behaviours. In this paper, two group online learning behaviour analysis models based 

on data mining were constructed, namely the K-means-based group online learning 

behaviour feature selection model and the AdaBoost-based group online learning 

behaviour classification model. The processing methods, execution processes and 

algorithm functions of the two models are described in detail below. 

Figure 2 shows the workflow of the group online learning behaviour feature selec-

tion model. Its implementation consists of three steps: initializing the cluster centre 

and determining the number of clusters, determining whether the optimum is achieved 

and selecting features. 

 

Fig. 1. Analytical process of group online learning behaviours 

 

Fig. 2. Workflow of the group online learning behaviour feature selection model 

Suppose there is a dataset of online learning behaviour features of m groups, repre-

sented by A={a1,a2,...,am}. Each group has λ online learning behaviour sub-features, 

which are represented by ai={ai1,ai2,....aim}. Divide A into l clusters 
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RGj(j=1,2,...,l,l<m), and then the j(1≤j≤λ)-th learning behaviour feature of the 

i(1≤i≤m)-th online learning group gi can be defined as aij. 

Calculate the Euclidean distance between online learning groups gi and gj (1≤i≠

j≤m) according to Eq.(1): 
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Suppose that the distance density function corresponding to the learning behaviour 

feature data of the i-th online learning group in the group online learning behaviour 

feature set is represented by DD(gI), which can be defined as Eq.(2): 
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Suppose that the distance density function corresponding to the i-th online learning 

group is represented by Si, and the adjustment coefficient by ϕ(1≤zS≤m), then Si can 

be defined as shown in Eq.(3): 
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where, when the value of ϕ is 0.15, the clustering effect of online learning behav-

iour features is optimal. Suppose that the point density of the online learning group gi 

in the group online learning behaviour feature set A is represented by PO(gi), which is 

an area with gi as the centre and Si as the radius. In the spherical area, the higher the 

point density of the online learning group, the greater the PO(gi), and there is: 

 
    | , ,

i
PO g g S A       (4) 

Suppose that the mean density NP(a) of all feature data and the online learning 

groups in the group online learning behaviour feature set A can be calculated accord-

ing to Eq.(5): 

 

   
1

g A

NP g PO g
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   (5) 

In this paper, the discriminant function that can identify whether a new sample or 

piece of data falls within the same class was selected as the objective function of the 

group online learning behaviour feature selection model. It is used to identify intra-

cluster and inter-cluster differences to make the clustering effect of the feature selec-

tion model optimal, and at the same time to obtain the clustering result and the num-

ber of clusters when its function value reaches the minimum. 
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Suppose that the group online learning behaviour feature set is represented by 

A={a1,a2,...,am}, that the set of l classes by U={u1, u2,...,ul}, where ui(1≤i≤m) is the 

centre of the i-th category, then the degree of difference of intra-cluster feature data 

can be calculated according to Eq.(6): 
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Assuming that the centres of the i-th cluster and the j-th cluster are represented by 

εi and εj, respectively, the difference DC(u) between the two clusters can be calculated 

according to Eq.(7): 
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Assuming that the intra-cluster difference is denoted as q(u) and that the inter-

cluster difference as DC(u), the discriminant function used is expressed as Eq.(8): 
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Considering that there are many features of group online learning behaviours that 

need to undergo dimension reduction, in this paper, the weights of all group online 

learning behaviours were sorted through the feature selection operation, and then the 

forward algorithm was used to obtain the optimal feature subsets so as to avoid the 

impact of redundant data on the clustering results of group online learning behaviours. 

Further, the optimal group online learning behaviour feature set was obtained. 

Let the group online learning behaviour feature set containing redundant data be 

represented by E={e1,e2,...,em}, where each group online learning behaviour feature 

contains τ sub-features, represented by ei={ei1,ei2,...,eiτ|1≤i≤n}. The set of l classes is 

represented by Z={z1,z2,...,zl}, where zi∈Z. First, select an online learning group hi 

from the feature set E, and then select ε pieces of learning behaviour feature data from 

each cluster that are closer to hi than other classes. The ε pieces of group online learn-

ing behaviour features that are of the same category with hi constitute the set F(z), and 

those of the different classes from hi constitute the set N(z). Based on F(z) and N(z), 

the weight vectors ω={ω1,ω2,...,ωτ} of group online learning behaviour features can 

be updated. Assuming that the data are sampled by m times, and that he function of 

difference between the online learning groups hi and hj(1≤i≠j≤n) in the r-th online 

learning behaviour feature is represented by DV(r,ei,a), then the weight of the 

r(1≤r≤τ)-th group online learning behaviour feature can be calculated according to 

Eq.(9): 

38 http://www.i-jet.org



Paper—Features of Group Online Learning Behaviours Based on Data Mining 

 

 

  

 

  
 

  

 

1 , ,

, ,
1

i

i i i

r r

a F z

i

z h a N zi

DV r h g
q q

m

z
DV r h g

h

m













 

  


 



 
 
 



 
 (9) 

If the group online learning behaviour features are continuous, assuming that the 

minimum and maximum values of r in E are represented by mini and maxi, respective-

ly, there is: 
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If the group online learning behaviour features are discrete, there is: 
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Given a hidden Markov model γ=(C,D,ψ), assuming that the observation sequence 

of group online learning behaviours is represented by GC1, GC2, ..., GCφ, and that the 

forward probability is defined as the probability of the state being wφ, there is: 
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The forward probability βφ(i) and the observation sequence probability η(GC|γ) can 

be calculated through the recursion of the forward algorithm. Eq.(13) shows the initial 

value calculation formula of the forward probability βφ(i): 
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In the above equation, the probability of the state used at the first time being wi and 

the roll being GC1 is represented by ψi. Suppose that the probability of the state wi 

being used at the φ-th time, and the roll being the observation sequence 

GC1,GC2,...,GC is represented by βφ(φ), and that the product of the probability of the 

roll being the observation sequence GC1,GC2,...,GCφ in the first φ times multiplied by 

the probability of the state being wj at the (φ+1)-th time is represented by βφ(i)βφj. 

Eq.(14) gives the recursive calculation formula of the forward probability βφ(i): 
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Since there are M kinds of group online learning behaviour features at the φ-th 

time, if the state wj is used at the φ+1-th time, there are M possibilities for the φth 

time. 

Assuming that the probability that there are M possibilities in the sequence 

GC=(GC1,GC2,...,GCφ) generated when wi is used at the δ-th time is represented by 

βδ(i), then the final calculation formula of the observation sequence probability is as 

follows: 
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Through the above operations, the weights of the group online learning behaviour 

features can be sorted, and in this way, the optimal group online learning behaviour 

feature subsets can be constructed using the forward algorithm, and finally the opti-

mal selection of group online learning behaviour features can be obtained. 

3 Classification of group online learning behaviours 

After completing the selection of group online learning behaviour features based 

on K-means, this paper used the AdaBoost strong classification method to test wheth-

er the feature selection result is appropriate. Figure 3 shows the execution process of 

the group online learning behaviour classification model. The idea of the adopted 

Adaboost algorithm is to combine the outputs of multiple “weak” classifiers to 

achieve effective classification. 

 

Fig. 3. Execution process of the group online learning behaviour classification model 
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For any given group online learning behaviour feature set Q={(a1,b1),(a2,b2), 

......(aM,bM), the group online learning behaviour feature aj∈A⊆Rm, and the expected 

classification result bi∈B=(-1,1), and then perform N iterations, 

Initialize the weight distribution of the group online learning behaviour feature set 

obtained in the previous section, and there is: 

 

 1 1,1 1,2 1, 1,

1
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i i
Φ i M
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       (16) 

Based on the above formula, other feature sets with weight distributions Φ1, Φ2, ..., 

Φn can be obtained, and through learning of the feature sets, the weak classifier 

WCn(a) can be obtained. Its classification error can be calculated according to 

Eq.(17): 
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Based on the calculation result of the above classification error formula of WCn(a), 

the weight of the weak classifier in the strong classifier can be further calculated: 
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Assuming that the normalization factor is ζn, the weight distribution of the group 

online learning behaviour feature set is corrected according to Eq.(19): 
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ζn can be calculated according to Eq.(20): 
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The final classification result of group online learning behaviours is as follows:  
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4 Experimental results and analysis 

To test the proposed K-means-based group online learning behaviour feature selec-

tion model, this paper selected the relevant online learning behaviour data of 2455 

undergraduates in 4 majors in a university from 2019 to 2020 as the test data and 7 

indicators, namely platform access duration, number of platform accesses, achieve-

ment in video watching, achievement in online testing, number of engagements in 

topics discussion, number of student-student interactions and number of teacher-

student interactions as the features of group online learning behaviours for analysis. 

Figure 4 shows the overall activity of group learning behaviours. 

Through the proposed algorithm, the weights of all group online learning behav-

iour features are calculated and sorted. Since the weights of features will be affected 

by the samples randomly selected from the group online learning behaviour feature 

set, to eliminate the possible error caused by randomness, this paper chose to run the 

algorithm multiple times and obtain the mean values of the weights. Table 1 shows 

the weights of group online learning behaviour features. It can be seen that the weight 

values of the first few learning behaviour features are much larger than those of the 

last few ones, and thus, the last few learning behaviour features have less impact on 

the feature classification results. 

 

 

Table 1.  Weights of group online learning behaviour features 

Running times 4 5 6 7 8 9 10 

Platform access duration  0.1628 0.1248 0.152 0.1362 0.1527 0.1659 0.1275 

Number of platform accesses 0.2215 0.2149 0.2263 0.2518 0.2437 0.2519 0.2638 

Achievement in video watching  0.0528 0.0492 0.0256 0.075 0.0415 0.052 0.0629 

Achievement in online testing 0.0729 0.0529 0.0824 0.0925 0.0628 0.0573 0.0846 

Number of engagements in topics discussion 0.2237 0.2149 0.1928 0.2235 0.1829 0.175 0.1837 

Number of student-student interactions 0.075 0.0529 0.0746 0.1308 0.0826 0.0624 0.0915 

Number of teacher-student interactions 0.2518 0.2149 0.2217 0.2649 0.2472 0.2631 0.225 
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Fig. 4. Overall activity of group learning behaviours  

Figure 5 presents the weight map of the major learning behaviour features. It can 

be seen that the weights of the number of platform accesses, the number of teacher-

student interactions, and the number of engagements in topic discussions are greater 

than those of other features, which indicates that these features have major impact on 

the classification results of group online learning behaviours. On the other hand, the 

achievement in video watching and the achievement in online testing have less impact 

on the classification results. 

Figure 6 shows the curve of behaviour classification accuracy with different num-

bers of features. After 6 features were added, the behaviour classification accuracy 

tended to be stable, which further verified the effectiveness of the data dimensionality 

reduction process after the feature weight sorting. In addition, the generated optimal 

feature subsets showed good classification performance, and the computational com-

plexity was also effectively reduced. 
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Fig. 5. Weight map of major learning behaviour features 

 

Fig. 6. Curve of behaviour classification accuracy with different numbers of features 

In order to make the group learning behaviour feature selection results and feature 

classification results reasonable and portable, regression analysis was carried out in 
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this paper, with the results shown in Table 2. According to the significance analysis at 

the level of multivariate regression coefficients, based on the previously generated 

optimal feature subsets, each feature indicator is very important. In collinear statistics, 

the closer the tolerance is to 0, the more collinear the feature indicators will be, and if 

the variance inflation factor is greater than 10, it means that there is limited collineari-

ty between feature indicators. The tolerances of the above feature indicators are all 

less than 0.5, and the variance inflation factors are all less than 5, verifying that there 

is no significant multivariate collinearity among the selected feature indicators. 

Table 2.  Multivariate regression analysis of group learning behaviour feature selection results 

Features 

Plat-

form 

access 

dura-

tion 

Num-

ber of 

plat-

form 

accesses 

Achieve-

ment in 

video 

watching 

Achieve-

ment in 

online 

testing 

Number of 

engage-

ments in 

topics 

discussion 

Number 

of student-

student 

interac-

tions 

Number 

of teacher-

student 

interac-

tions 

Unnormal-
ized estimate 

of coeffi-

cient 

Estimat-
ed value 

of B 

0.225 0.315 0.426 0.612 0.385 0.241 0.124 

Standard 

error 
0.165 0.215 0.25 0.162 0.115 0.136 0.289 

Normalized 

coefficient 
β value 0.28 2.75 1.28 3.62 0.37 2.16 1.85 

t value 5.074 8.042 7.538 4.182 5.294 3.628 4.275 

Significance level 0.001 0.0005 0.0002 0.0001 0.0002 0.0004 0.0001 

Collinearity 
Statistics 

Toler-

ance 
0.285 0.316 0.286 0.115 0.436 0.218 0.128 

Variance 

inflation 
factor 

3.628 1.752 3.429 4.825 1.342 2.859 3.627 

5 Conclusions 

Little research on online learning behaviours has focused on learning attitudes, 

learning preferences, student-student interaction and teacher-student interactions. In 

view of this, this paper studied the features of group online learning behaviours based 

on data mining. In this paper, a group online learning behaviour feature selection 

model based on K-means and a group online learning behaviour classification model 

based on AdaBoost were constructed, and the processing methods, execution process-

es and algorithm functions of the two models were described in detail. The overall 

activity of group learning behaviours was also summarized based on an experiment. 

The weights of group online learning behaviour features were given, and the weight 

map of major learning behaviour features and the curve of behaviour classification 

accuracy with different numbers of features were drawn, which verified that the gen-

erated optimal feature subsets had good classification results. Finally, multivariate 

regression analysis was carried out on the selection results of group learning behav-
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iour features, and it was verified that there is no significant multivariate collinearity 

among the selected feature indicators.  
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