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Abstract—The demand for secure, accurate and reliable identification of in-
dividuals using facial recognition has attracted considerable interest in education, 
security and many other sectors, not limited because it is robust, secure and au-
thentic. Recently, the demand for distance learning has increased dramatically. 
This increase is due to various barriers to learning that arise from enforced con-
ditions such as seclusion and social distancing. Facial feature extraction in dis-
tance education is valuable in supporting face authenticity as it prevents the po-
sition of participants from changing, especially during the examination phase. In 
the field of face recognition, there is a mismatch between research and practical 
application. In this paper, we present a novel but highly efficient Deep Learning 
model for improving face recognition and registration in distance education. The 
technique is based on a combination of sequential and residual identity blocking. 
This makes it possible to evaluate the effectiveness of using deeper blocks than 
other models. The new model has proven to be able to extract features from faces 
in a high and accurate manner in compared with other state-of-the-art methods. 
In registration processing, there are several challenges related to training data 
limitation, face recognition and verification. We present a new architecture for 
face recognition and registration. Experiments have shown that our registration 
model is capable of recognizing almost all faces and registering the correspond-
ing labels. 

Keywords—face recognition, deep learning, face identification, distance learn-
ing, feature extraction 

1 Introduction 

The distance learning has become a global issue in the culture of learning and infor-
mation and becomes immediately important in 2020 in the scenario of COVID -19 pan-
demic[1], which has greatly changed the way education is delivered in many coun-
tries[2][3].The traditional form of educational delivery has evolved into Internet-based, 
computer-oriented online education[4]. The most important factor here is the degree of 
social distance and security [5][6]. Online education is one of the terms used to refer to 
the learning process where the teachers and learners are not physically present in the 
same place. There are many different terms that have the same meaning such as online 
learning and distance learning. In an online class, the teacher and learner interact with 
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each other. They appear to be close, but they are not. The teaching and learning process 
is done through video calls that supplement the online course. The communication be-
tween the teacher and the learner can be face to face through video chat or video con-
ferencing which is the ideal form of learning.  

One of the problems faced by online lecturers is the authenticity of learners at dif-
ferent stages of online teaching, such as teaching and assessment. Authenticity of learn-
ers is ensured by recognition technologies. In many distance education systems, It is 
unattainable to report if the participant is a real person who needs to be instructed or if 
the student is actively pursuing the course[7]. This paper focuses on face recognition in 
online class registration. It is believed that facial recognition is a valuable biometric 
technology that can help in distance learning and directly support the whole educational 
process. The contribution of this part is a new model for face recognition and registra-
tion. Train and test the whole structure of the proposed model and implement further 
techniques to control the overall recognition and registration of the system. 

1.1 Face recognition 

Although great progress has been made in the field of recognition, there are still 
difficult problems in face recognition and recognition tasks. The limitations are in head 
pose, scaling, illumination variations, environment segmentation and occlusion. Face 
recognition is one of the identity verification techniques used in many computer vision 
applications[8]. The recognition is done by using different feature extraction methods 
after face detection and alignment process. The most popular technique is the traditional 
and deep learning technique. The traditional methods are known for extracting hand-
crafted features such as Multi Descriptor model[9], Local Binary Pattern [10][11], His-
togram of Oriented Gradients [12], Gabor filter [13]and Scale Invariant Feature Trans-
form [14] which are used for extracting distinctive features. These techniques were ro-
bust and efficient for face recognition. Moreover, these techniques have been modified 
and developed several times[15] for example, LBP has been modified to be more effi-
cient in face recognition[16].  

Convolution neural networks (CNN) is among the common techniques for solving 
image processing and computer vision problems throughout the last decade[17]. 
At many levels of abstraction, the strength of a Convolution Neural Ne work (CNN) 
lies in obtaining a set of distinguishing feature maps. Convolutional neural networks 
have positively influenced the top of most other implementations[18]. In general, there 
are many CNN architectures, deep models such as GoogLeNet[19],ResNet[20] 
and[21]. Moreover, a visual geometry group at Oxford University proposed a convolu-
tional neural network architecture called Deep Face Recognition[22]. Face detection, 
feature extraction and identification are the 3 main components of face recognition. 
Face detection extracts single or multiple faces from images using common techniques 
such as Viola Jones face detector [23] and Multi-task cascaded CNN[24]. The most 
important phase is feature extraction, which determines the features of the face, while 
identification is performed to determine who that person belongs to. First, face detec-
tion: the goal of this phase is to select a particular face in the image. Two well-known 
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algorithms are used in face recognition: viola-jones face detector and Multi-task cas-
caded CNN. Our research has shown that the Viola-Jones face detector works well in 
constrained environments with different poses, illuminations, and occlusions, but that 
problems are encountered in unconstrained situations with different poses, illumina-
tions, and occlusions. Multi-task Cascade CNN uses a three-stage cascaded structure of 
specially designed deep convolution networks to detect the face and landmark region 
in a coarse to fine manner. The cascaded multi-Task CNN was used in this paper be-
cause it can solve the low detection rate problem. Second, feature extraction: feature 
extraction is the primary goal of any pattern recognition algorithm. For face recogni-
tion, a Deep Learning Convolution Neural Network is used for feature extraction. This 
is a simple strategy that does not require a complicated feature extraction method. 
Third, identification: identification is the recognition of a person's facial image to assign 
it to a specific class. After feature extraction, the technique compares a face in a photo 
or video image with an existing face dataset. Fourth, the softmax contribution is com-
posed of the output of the fully linked layer that was in front of it and the extracted 
features of the real neural network. This result represents the probability function for 
all class-labels. 

2 Proposed deep learning model for face recognition 

The proposed architectures have the input image with the size of 224X224x3 pixels 
and the first layer with the filter size of 7X7. Table 1 and Figure 2, show that the 
İndepthnet19 architecture with a stride of 2 allows the CNN to learn more relevant 
features with a total of 64 filters. The following layer has a dimensionality of data of 
112 and a filter size of 5X5 with 64 filters. The proposed normal block, as the main 
component of the network, has a learning architecture with the average pooling of the 
early layer to complement the final output of the block, as shown in Figure 1.a. 

 

 y =  max (F(x, {Wi})) + max( x ) (1) 

 y =  max(F(x, {Wi})) + avg( x) (2) 

The core network has a learning architecture where the average pooling precedes the 
early layer to complete the final output of the block, with both average and maximum 
pooling for the extended block as shown in equation (1) and (2). Finally, each 
convolutional layer for all models is followed by batch normalization and rectifying 
linear unit (ReLU) to speed up the processing and stability [25][26] of the model. 
Finally, global average pooling, a fully connected layer, and a softmax layer were 
added. To train the model, the cross entropy loss function is applied. For weight updates 
and optimizing the Loss function, Stochastic Gradient Descent with Momentum is 
applied. 
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Fig. 1. Learning structure for Indepthnet19, a) proposed normal block as main component of 

network, b) extended used for deeper network based on block 

 
Fig. 2. The configuration block of Indepthnet19 with normal block for the network. We use the 

down-sample with maxpooling and avgpooling with the same block identity except for 
the first conv2d layer, which is used as the base layer for the block 

Table 1.  The architecture of Indepthnet19 

Layer Number of 
Convolution Kernal Size Channels Stride Input Size 

Input Image     224x224 
Conv1 1 7x7 64 2 224x224 
Conv1_1 1 5x5 64 1 112x112 
Block 1 2 3x3 64 1 112x112 
Block 2 3 3x3 128 1 55x55 
Block 3 3 3x3 256 1 27x27 
Block 4 3 3x3 512 1 13x13 
Block 5 3 3x3 1024 1 6x6 
Block 6 3 3x3 2048 1 6x6 
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3 Face recognition datasets 

Because we apply the proposed model for face recognition and registration in dis-
tance education, the selection of the dataset is crucial for our study. The dataset col-
lected in the class was selected for model validation. The University of Essex has, Com-
puter Vision Science Research Projects introduced four folders of data (Faces94, 
Faces95, Faces96, Grimace) [27]. The total face database contains 395 faces, consisting 
of males and females for each subject, and includes 20 images. It contains photos of 
people from different ethnic backgrounds, mainly first-year university students. Most 
of the subjects are between 18 and 20 years old, and there are also some older subjects. 
Some other individuals wear glasses and beards. Face94 contains 152 people, including 
20 females, 113 males, and 20 males, for a total of 3060 people. The resolution of the 
images is 180 x 200 pixels. The variation of an individual is presented to summarise 
some features. The Face95 database contains 72 male and female subjects, and for each 
subject there are 20 examples with a total of 1440 individuals. The features include 
head rotation and some expression variations. Face96 included 151 subjects with 20 
3013 samples collected for each subject. The resolution of the images is 196 x 196 
pixels. The features of this database are considered large-scale and some expressions 
and others are included in Table 4, which contains some features of face images. The 
grimace database contains male and female subjects with 18 subjects and 20 subjects 
with an image resolution of 180 x 200 pixels. The database contains the main expres-
sion variations. Table 2 shows the overall characteristics of the four datasets used in 
this paper. The experiment was evaluated using 5-fold cross-validation. We augmented 
the four datasets based on minor left and right rotation without further processing. 

Table 2.  Summary of facial recognition datasets 

Dataset Number 
of subject 

Number 
of image 

Back-
ground Head turn Head Scale Position 

of face 
expression 
variations 

lighting 
variation 

Faces94 152 3060 plain 
green 

very minor 
variation none minor 

changes 

consider ex-
pression 
changes 

none 

Faces95 72 1440 red cur-
tain 

minor vari-
ation 

large head 
scale varia-

tion 

some 
transla-

tion 

some ex-
pression 
variation 

significant 
lighting 
changes 

Faces96 72 3013 complex minor vari-
ation 

large head 
scale varia-

tion 

some 
transla-

tion 

some ex-
pression 
variation 

significant 
lighting 
changes 

Grimace 18 360 plain 
considera-
ble varia-

tion 

small head 
scale varia-

tion 

some 
transla-

tion 

major ex-
pression 
variation 

very little 

4 Performance evaluation and comparison 

To evaluate and compare the performance of the proposed CNN, we used the fol-
lowing indices: the number of positive and negative detections (P, N) and the number 
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of correct and false detections (T, F), total accuracy in equation (3) and the mean accu-
racy in equation (4).  

1. Accuracy (Acc): 

 Acc = (𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇)
(𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹)

 (3) 

2. Mean accuracy μ is given by: 

 µ = ∑ 𝑝𝑝𝑖𝑖
5
𝑖𝑖=1
5

 (4) 

Where 𝑝𝑝𝑖𝑖  denote the proportion of valid classification. 

5 Results and discussion 

The public dataset was chosen because it facilitates comparison with other ap-
proaches and is related to face recognition and classroom registration problems. It is 
also commonly used by other researchers. The results were evaluated with a 5-fold 
cross-validation. Diagnosis of the proposed models is a crucial step for face recogni-
tion. Figure 3, shows the training accuracy, validation accuracy, training loss and vali-
dation loss for the datasets. From the analysis of the curves, it can be seen that all the 
datasets have good fit. The face recognition rate of this technique was compared with 
other state-of-the-art deep learning models. Figure 4, shows that our model outperforms 
the other methods with an accuracy of 100% for the Face94 and Grimace datasets and 
achieves 99.86% for Face95. In the case of Face96, the model achieves a good accuracy 
of 99.54 compared to resnet50 and densenet201. 

 
Fig. 3. Shows the training and validation accuracy, training loss and validation loss curves for 

İndepthnet19, (a) Faces94, (b) Faces95, (c) Faces96, (d) Grimace 
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Fig. 4. Performance comparison of Indepthnet19 

To understand the results, four data sets with different challenges were created, as 
shown in Table 2. For the challenges related to the datasets, faces94 and grimaces with 
minor head scale, face position, head turn and major expression differences, the pro-
posed model obtained significant results. For face95 with significant illumination 
changes and large head scale differences, the model shows perfect performance com-
pared to other methods. The dataset face96 has a different complex background with 
large head scale differences, which slightly affects the performance of the proposed 
model and other models. To make better use of Indepthnet19, we consider Face94, Gri-
mace and Face95 challenges to perform well. For Facenet, the accuracy in the faces96 
dataset is not optimal, which is likely because there are numerous face labels in this 
dataset that contain different faces. However, the accuracy of the FaceNet results from 
[26] was only 77.67%. This seems quite feasible since each face label has multiple 
differences and the FaceNet training technique is using triplet loss. 

All the state-of art methods achieved significant performance. The average results 
indicate that Indepthnet19 proved to be the most effective method and outperformed 
the other state of art methods, making it more interesting for the challenges related to 
the four datasets. 

6 Distance learning and registration 

6.1 Distance learning datasets 

All faces are acquired from live detection. Every face image in online classroom was 
cropped automatically using face detection method see section II. The detection and 
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cropped was based on a single image for each face. The images were prepared using 
data transformation and augmentation. This technique was used to develop the datasets 
in online face recognition. Further, steps were introduced on how to train the classifier 
step by step as it is appearing in Figure 5. In addition, the main concern of data trans-
formation in this paper to process the classes that has a few face images as well as the 
classes that have more than face image. The training process is valuable and a challeng-
ing step of all systems. This method was applied using proposed CNN and support 
vector machine for face feature extraction. Moreover, the classifier with the support 
vector machine was retained. This valuable and crucial step revealed that the SVM 
using best hyper plane that separates classes tended to less error than softmax probabil-
ity function to identify the classes. The test stage was based on live face recognition on 
the faces that appeared on screen. 

 
Fig. 5. Show proposed CNN and SVM online class training and testing architecture 

6.2 Data augmentation 

Data augmentation is useful and provides an excellent method for increasing the 
accuracy of face recognition by implementing data modifications to brightness, con-
trast, and saturation [28]. Contrast, Different shooting conditions lead to unexpected 
photo contrasts that can make recognition difficult. Such variations can be represented 
by digitally altering the contrast information using the HSV transform. This shows that 
it is necessary to generate new contrast information by increasing and decreasing the 
contrast by 20% while preserving the original face image information. Brightness and 
illumination variations are still a clear challenge in a real-time operation. Transforms 
that change the brightness of the image were implemented to basically detect such an 
action. The current researchers increased and decreased the brightness by 20% by de-
veloping a new image with a different condition, while keeping the original face image 
as part of the work in all operations. Saturation, poor lighting conditions, and efficiency, 
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including the camera lens, can cause photo saturation to be extremely high or extremely 
low. Since a high value leads to undesirable colors in the facial image, the saturation 
ratios were generated using the S-channel of the HSV color space. To do this, the re-
searchers increased and decreased the saturation by 20%.  

7 Online face recognition and registration model 

The face recognition model has been selected and validated and has proven to be 
able to overcome almost all challenges. For the online face recognition and registration 
model, we need another process to complete the registration using multi descriptor for 
feature extraction[9] and cosine similarity technique [33]. Multi descriptor used to gen-
erate two vectors for face verification as seen in equations (5), (6) and (7). The cosine 
similarity is calculated using equation (9). M and N are represented by two images, the 
tested image and the identified image. The two images must be introduced as feature 
vectors. The value of equation (9) must be between -1 and 1, where 1 represents perfect 
similarity and -1 represents perfect dissimilarity. The equation (10), (11) for the output 
of support vector machine and softmax probability. The threshold value should be set 
to a reasonable value. 

𝑀𝑀𝑀𝑀 = (𝑥𝑥8𝑓𝑓�𝑔𝑔𝑝𝑝 − 𝑔𝑔𝑐𝑐� +  (∑  
𝑥𝑥(𝑖𝑖+1)

𝑘𝑘
𝑓𝑓�𝑔𝑔𝑝𝑝 − 𝑔𝑔𝑐𝑐�))𝑛𝑛=0

𝑖𝑖=7 2.55 (5) 

 F(x) = �𝑁𝑁𝑁𝑁𝑁𝑁 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣    𝑖𝑖𝑖𝑖 𝑋𝑋 ≥ 0,
0                  𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.

 (6) 

 F(x) = �𝑁𝑁𝑁𝑁𝑁𝑁 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣    𝑖𝑖𝑖𝑖 𝑋𝑋 ≤ 0,
0                  𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.

 (7) 

 similarity (M, N) = 𝑀𝑀.𝑁𝑁
‖𝑀𝑀‖∗‖𝑁𝑁‖

 (8) 

Where M and N represented by two images, tested and predicted face. 

 similarity (M, N) = ∑ 𝑀𝑀𝑖𝑖∗𝑁𝑁𝑖𝑖
𝑛𝑛
𝑖𝑖=1

�∑ 𝑀𝑀𝑖𝑖
2 𝑛𝑛

𝑖𝑖=1 ∗�∑ 𝑁𝑁𝑖𝑖
2 𝑛𝑛

𝑖𝑖=1  
 (9) 

 𝑠𝑠1 =  similarity (𝑀𝑀1, N1) (10) 

 𝑠𝑠1 =  similarity (𝑀𝑀1, N2) (11) 

Where 𝑠𝑠1 And 𝑠𝑠2 scores using cosine similarity and 𝑀𝑀1 and N1 for the support vec-
tor machine output and 𝑀𝑀1 and N2 for the softmax output. 

 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑇𝑇) = max (𝑠𝑠1, 𝑠𝑠2) (12) 

Where T is a final predicted face that successfully verified as seen in equation (12). 
This model was developed to measure the performance of CNN Softmax and SVM 

in the real world application and to clarify how it can be used in distance education as 
seen in Figure 6. The class with better similarity should be considered as the true class, 
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as Equation 10 shows. Based on the recognition and cropping of faces considering the 
number of faces as reference, the system passes through. The system change the refer-
ence number itself if any error occurs during the registration process. 

 
Fig. 6. Shows the complete architecture of online class face recognition system 

7.1 Results and discussion  

The performance comparisons were made on the basis of two tests. The first test was 
related to the recognition of faces of all classes. Figure 7, shows the result of the pro-
posed CNN Softmax with the support of SVM which showed significant results in test 
1, frontal face with different facial expression and slight right and left rotation with 
100% accuracy. This is due to the cosine similarity function that we used to highlight 
the identification process. Figure 7, in test 2, frontal face with large facial expression 
and large right and left rotation as well as different background and large head scale. 
The result for this case shows 88.88% accuracy. 

 
Fig. 7. Shows the complete results of online face recognition, a) test 1, minor variations, b) test 

2, major variations 
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In Experiment 1, the frontal face tasks with different facial expressions and low right 
and left rotation were safer, more accurate, and more reliable than in Experiment 2. 
However, Experiment 2, test 2 with 88.88% accuracy means that the model was able to 
recognize 8 out of 9 faces in this situation, due to the extreme changes in face position, 
scale, resolution and low training data variation. 

The proposed model need not the large data set to learn and this considering to be 
more effective since processing the dataset based on a fewer face image for training 
CNN is better than large data set and transfer learning as well as more effective in the 
face verification using multi descriptor for feature extraction. 

The results shed light on the corresponding challenges that should be considered 
when developing the application of face recognition and registration in distance learn-
ing and other tasks. Because, we develop the model based on the similarity between 
datasets purpose, our methodology should consider to avoid the gap between face 
recognition models and real-world application in the case of distance learning. 

8 Conclusion 

In this paper, we presented a unique deep neural network with a high performance 
model for face recognition called İndepthnet19 motivated by various network design 
techniques. The datasets we selected for model validation are suitable for face recogni-
tion and distance learning requirements. Tests on the four datasets with different face 
recognition challenges have shown that our İndepthnet19 is efficient in terms of accu-
racy and the effectiveness of the model is comparable to most other deep face recogni-
tion networks. We also presented a new CNN model and technique for face recognition 
and registration. The application of face recognition in distance learning is a problem 
that arises from the difficulty of obtaining training data that is available online. We 
show how to tackle and solve this problem using data transformation and augmentation. 
The face feature was extracted from the proposed CNN and trained using Softmax and 
Support Vector Machine, which is suitable for limited datasets and lower face recogni-
tion errors. For all datasets, we emphasize the advantage of using Support Vector Ma-
chine to improve face recognition in real-time systems, which supports the verification 
phase. In our work, we presented a face recognition model that can be successfully used 
in distance learning registration and is suitable to overcome the challenges of face 
recognition and registration. 

Finally, our model could also contribute to other classification tasks. The architec-
ture for face recognition and registration is suitable for any work that needs to be done 
remotely, or it can be used in some institutions, especially in the current and future 
phases due to the constraints imposed on gatherings and working in a closed location. 
Using our model for emotion recognition in distance learning could be beneficial in the 
future and could give a good impact on learning processes. 
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