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Abstract—Students’ grades can affect their future studies at university. 
The COVID-19 situation has resulted in a greater amount of online teaching, 
in which teachers and learners rarely interact, causing additional problems with 
academic performance. This research aims to design and develop an intelligent 
student relationship management platform (an intelligent SRM platform) using 
machine learning prediction for student empowerment. This research begins 
with the synthesis of the factors, the machine learning prediction process, and 
the platform components. The results of the synthesis establish the design of 
the platform. Undergraduate students’ grades are then predicted using the deci-
sion tree algorithm. Students are divided into two groups, empowerment and 
non-empowerment groups, using this algorithm. The results show that the learn-
ing outcome prediction model has an accuracy of 100.00% and an F-measure of 
100%. The most important factor for improving grades is the grade point aver-
age, with a weight of 0.637. Therefore, student empowerment to provide students 
with better grades is essential. This paper presents two approaches to student 
empowerment: using artificial intelligence technology from the intelligent SRM 
platform and empowering teachers.

Keywords—intelligent student relationship management (SRM), student 
empowerment, machine learning, decision tree

1	 Introduction

The COVID-19 pandemic has had an inevitable impact on today’s lifestyles. 
COVID-19 has made teaching and learning in the classroom impossible to operate 
normally. Thus, a new approach to the teaching and learning process has emerged. 
Researchers studying COVID-19 in the context of education have addressed issues 
such as the relationship between the pandemic and quality of life, loneliness, happiness, 
and Internet addiction, assessed according to a relational survey model involving school 
administrators and teachers [1]. Investigate the relationships between COVID-19- 
related psychological distress, social media addiction, COVID-19-related burnout, and 
depression. Research data were collected through online surveys and then structural 
equation modeling (SEM) was used to test and analyze the proposed hypotheses. It was 
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found that burnout associated with COVID-19 significantly and positively predicted 
depression. SEM results revealed that COVID-19-related psychological distress directly 
affected COVID-19-related burnout, depression, and social media addiction [2]. In 
addition, elements of the community-building curriculum and the promotion of learn-
ing through online courses have also been considered, with the finding that teaching 
and learning management were able to survive during the pandemic mainly due to 
online resources [1]. Moreover, the development needs of educators, faculty, and staff 
when participating in online instruction were also examined, with the conclusion that 
technology was a teaching challenge and that the future of faculty development should 
involve taking advantage of virtual and case-based learning, with online strategies for 
undergraduate students [3]. A survey evaluated the five elements of the discover, learn, 
practice, collaborate, and assess (DLPCA) blended learning strategy, finding that most 
students were satisfied with it, deeming it manageable and effective, and could adapt 
to the online tutoring that occurred in the post-COVID-19 period [4]. Finally, studies 
have identified depression in undergraduate students participating in online learning as 
an effect of students’ educational behavior due to COVID-19, with the results showing 
that three in four university students had various symptoms, and half had moderate to 
severe depression [5].

Technology and teachers’ attention can improve the effectiveness of student tracking 
and help in decision-making in the development of students’ empowerment. The atten-
tion currently paid by teachers to university students may not be sufficient for student 
development. Therefore, the adoption of technology may improve the effectiveness 
of student tracking and help in decision-making in development or supplementation, 
as well as inducing students’ empowerment to develop the potential for improvement. 
Machine learning (ML) is a computer algorithm that helps in every aspect. ML is 
accessible through both supervised and unsupervised learning, as well as reinforce-
ment. ML algorithms include neural networks, decision trees, support vector machines, 
and genetic algorithms, etc. using multiple machine learning algorithms to determine 
model accuracy. The e-learning platform is designed to help students. This results in a 
more effective learning process. It helps students discover for themselves what envi-
ronments they can learn best in and how machine learning techniques can efficiently 
extract, analyze and adapt data to the videos, games, etc., of the learning platform 
[6]. Student relationship management (SRM) is a multi-dimensional strategic approach 
and covers three important dimensions: technology, people, and processes. A state-
of-the-art research framework for the benefit of SRM system development provides a 
guide to its effective implementation for decision-makers in educational systems [7]. 
It uses the Internet of Things to collect the digital footprints of students from higher 
education institutions and consists of five modules: identify, alert, tracking, SRM, and 
analytics [8]. Statistical methods and machine learning predict the course suitability 
of students participating in massive open online courses (MOOCs), using multiple 
machine learning algorithms to determine model accuracy [9].

According to the study, problems and gaps in online learning have emerged because 
teachers are unable to motivate and supervise students. Classroom behaviors during 
online teaching were diverse. Some people turned off the camera and did not pay atten-
tion to the teacher. Others did not engage in any interaction with classmates. A number 
failed to submit their assignments on time. These behaviors inevitably affect the level 
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of academic performance. Therefore, this article presents a solution by empowering 
students to solve their academic performance problems, and through predicting stu-
dents’ learning outcomes by teaching using the learning management system (LMS). 
Behavioral, midterm, and final semester scores were collected from observations and 
cloud databases. The researcher found that students had dropped out, failed exams, or 
not completed their work. Classroom behaviors and exam scores were merely adequate, 
and students were frequently late or absent from school. These factors affected the level 
of academic performance for each course. The researcher proposed a method of using 
technology such as machine learning to predict student performance. These predictions 
are based on classroom behaviors, test scores, etc. A student with poor grades can be 
empowered by SRM approaches. The smart platform analyzes student performance 
levels with machine learning techniques to identify student behavior that affects grade 
improvement. Empowering students enables them to improve their university learning 
and lives after graduation.

This paper consists of seven sections: Section 1, the introduction, Section 2, the 
literature review, Section 3, which describes the methods, Section 4, which provides 
the results, Section 5, which covers student empowerment, Section 6, which provides a 
discussion of the findings, and Section 7, which concludes the study.

2	 Literature review

SRM is a customer relationship management strategy for individual educational 
institutions [10]. SRM’s aim is to create a good relationship between higher education 
institutions and students [11]. Intelligent technology to manage student relationships 
involves presenting various learning materials and providing services according to the 
characteristics and behavior of each student. Automated recommendations are provided 
to help students gain satisfaction and develop loyalty to the university [12]. Intelligent 
SRM is the application of intelligent technology to manage student relationships, pro-
vide services, and optimize and maintain relationships between students and educa-
tional institutions.

The Intelligent SRM platform comprises four main dimensions and 12 elements. 
The first dimension, strategic SRM, consists of five components: SRM vision, SRM 
strategy, student life cycle, SRM metrics, and student retention. The second dimension, 
operational SRM, has one component, student services. The third dimension, analytical 
SRM, consists of four components: student identification, differentiation, student port-
folio analysis, and valued student experience. The fourth dimension, collaborative SRM, 
consists of two components: value proposition development and network development 
[13]. Intelligent SRM consists of seven components: recruitment, counseling, student 
life, housing, student support services such as tutoring, etc., alumni/development, and 
career/employment services [14]. The components of intelligent SRM platform consist 
of four components: knowledge management, employee/student involvement, student 
orientation, and SRM technology [15]. The components of the Intelligent SRM plat-
form include student relationship retention, identification, mentoring, and using SRM 
technology to help manage intelligent student relationships.
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Researchers analyze and determine the impact of digital marketing on relationship 
management with university students during the COVID-19 pandemic. The results 
developed using a data structure and scheduling model with SmartPLS3 and Content 
Marketing showed a significant influence on the operational management of customer 
relationships, as well as on analytics and collaboration. Customer Relationship Man-
agement for Social Media Marketing has been found to have a strong influence on 
customer relationship management in operations as well as analytical and collaborative 
customer relationship management because digital media used by Continental Univer-
sity is attractive to parents and families [16]. Researchers propose a conceptual frame-
work that reinforces cutting-edge research to benefit the successful development of 
SRM systems. It could also be a guide for higher education decision-makers on how 
to implement effective SRMs, and may complement research on institutional sustain-
ability, which is gaining increasing interest in educational institutions [15]. Researchers 
offers the driving force of student-centered learning and how colleges of education 
can empower students as clients with true responsibility to drive their own learning, 
highlighting the role of administrative staff in implementing student relationships [17].

Machine learning is the study of algorithms and statistical patterns by computer 
systems to perform specific tasks according to the nature of the work. Machine learning 
is a form of data analysis that automates model analysis. It is a branch of artificial intel-
ligence technology, based on the idea that systems can learn and interact with different 
datasets and can identify patterns that occur, leading to self-determination and thus no 
reliance on humans. This allows software applications to be more accurate in predict-
ing outcomes without programming. Thus, machine learning is used as the brain of 
artificial intelligence to enable learning and to improve user experiences, automatically 
learning what to do with the data [18]. Machine learning can be divided into two types 
based on behavior type: supervised learning, involving prediction and classification 
wherein each algorithm learns a certain pattern from training data and applies it to 
datasets (algorithms including those such as decision tree, Naïve Bayes, and support 
vector machine); and unattended learning (unsupervised learning), wherein algorithms 
identify and present interesting structures in the data and use previously learned attri-
butes to remember classes of data. The latter is mainly used for grouping and reducing 
properties, and includes principal component analysis, neural networks, and k-nearest 
neighbors [18].

A neural network algorithm was used to predict the bachelor’s average. A neural net-
work algorithm was used to predict the bachelor’s average, and to address school guid-
ance issues in the Guelmim Oued Noun region and its impact on students’ lives school 
guidance issues in the Guelmim Oued Noun region and its impact on students’ lives. 
Predictive outcomes should include academic and professional orientation for best aca-
demic performance [19]. Neural networks predicted student performance based on stu-
dent behavior in an online learning environment, using the e-learning environment as 
an input variable to predict student performance. The results showed an accuracy rate 
of more than 80%; therefore, it is recommended to use the model in learning manage-
ment [20]. An e-learning performance-based classification behavior prediction frame-
work (BCEP) was proposed. The e-learning behavior property uses a combination of 
attributes with behavior data based on a behavior classification model to obtain the 
categorical property values of each behavior type. BCEP has good predictive results. 
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The model’s performance in predicting learning efficiency was better than that of con-
ventional classification methods [21].

Decision tree learning is one of the most widely used and useful methods for induc-
tive inference on account of various features. The decision tree represents the steps in 
which the data are categorized, and, in addition, it is used for processing large amounts 
of data [22]. A decision tree is a technique that results in a tree-like structure consisting 
of nodes, each node having test properties to make decisions. The most class-related 
attribute is selected as the root node by searching for the relevance of the attribute 
(information gain), which is calculated as follows:
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Measuring the Performance of the Machine learning Model. The accuracy of the pre-

diction model involves extracting the predicted grades obtained from the training data-
set and determining the precision, recall, accuracy, and F-measure values, as follows:
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where	 TP is the number of extracted correct data

	 FP is the number of extracted incorrect data

	 TN is the number of correct unextracted data

	 FN is the number of incorrect unextracted data

The evidence emerging from recent studies has ignited the need to have a serious 
conversation about student empowerment and the importance of flexibility and course 
completion rates [23]. Student empowerment must occur through the digital and online 
teaching and learning model in higher education that has been exponentially increas-
ing as a result of the COVID-19 pandemic [24] [25]. Empowerment, in this context, 
means empowering students with work and life skills involving information media, 
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technology, and innovation. These skills aid students in the learning process [26]. An 
empowerment-through-reasoning program was completed for the development of a 
shorter attitude and belief survey which may be easier for teachers to implement and 
interpret [27]. The main goal of empowerment is to produce graduates with the under-
standing and skills to work [28]. Therefore, the empowerment of students involves the 
development of knowledge, skills, and abilities to control and develop self-learning, 
allowing students to realize their worth by using strategies that promote academic 
success.

3	 Methodology

3.1	 Synthesis of documents and related research

The synthesis of relevant documents and research to design the architecture and 
develop the Intelligent SRM platform was achieved via content analysis of issues that 
affect the process of developing a platform with machine learning for student empow-
erment, as shown in Tables 1–3.

Table 1. Factors of machine learning prediction to enhance 
the learning power of undergraduate students

Factors [9] [29] [30] [31] [32] [33] [34] [35] Synthesis

frequency of access to the system        

number of activities       

lessons, quizzes, and assignments      

frequency of access to discussion 
boards

    

number of new threads added 
to the discussion forums

    

grade point average      

There were six factors related to machine learning prediction to empower undergrad-
uate students: frequency of access to the system; number of activities; lessons quizzes 
and assignments; frequency of access to discussion boards; number of new threads 
added to the discussion forums; and grade point average (GPA).

iJET ‒ Vol. 18, No. 04, 2023 71



Paper—Intelligent Student Relationship Management Platform with Machine Learning for Student…

Table 2. Machine learning prediction process for student empowerment

Process of Machine Learning [36] [37] [38] [39] [40] [41] [42] Synthesis

Data collection       

Data cleansing       

Feature extraction       

Feature classification     

Predictive model      

Experimental     

Evaluation     

Data visualization     

Exploring the influence of various factors on the machine learning prediction pro-
cess revealed that the process consists of eight steps: data collection, data cleansing, 
feature extraction, feature classification, predictive model, experimental, evaluation, 
and data visualization.

Table 3. The components of an Intelligent SRM platform

Components of 
Intelligent Student Relationship 

Management Platform
[11] [13] [15] [43] [44] [29] [17] Synthesis

Identify module       

Alert module      

SRM module       

Analytic module       

Content management module      

Comment module    

Assessment module     

Scaffolding module     

Studying the components of an Intelligent SRM platform revealed that it consists of 
eight modules: identify module, alert module, SRM module, analytic module, content 
management module, comment module, assessment module and scaffolding module.

3.2	 Designing an intelligent SRM platform

The workflow of intelligent SRM platform, using information from document syn-
thesis and related research as per Tables 1, 2, and 3, to create an Intelligent SRM plat-
form with predictive machine learning for student empowerment is shown in Figure 1.
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Fig. 1. The workflow of an intelligent SRM platform 
with machine learning for student empowerment

As per Figure 1, the intelligent SRM platform with machine learning for student 
empowerment consists of the user (teacher, student, and admin), hardware (computer, 
laptop, telephone, and tablet) and Internet (wi-fi, cellular, and ethernet). System users 
access hardware devices via an Internet connection to open the intelligent SRM plat-
form. The platform consists of eight modules: identify module, alert module, intelli-
gence SRM module, analytic module, content management module, forum module, 
intelligence scaffolding module, and assessment module.

The evaluation of the intelligent SRM platform with machine learning for student 
empowerment involved 10 experts in computer technology and eight main questions 
concerning 1) hardware, 2) software, 3) peopleware, 4) the database system, 5) network 
system, 6) prediction process, 7) appropriateness of platform architecture implementa-
tion, and 8) the overall feasibility of an intelligent SRM platform using machine learn-
ing prediction to empower learners. The overall evaluation of the system architecture 
by experts was at an appropriately high level. The next step involved collecting data 
on student usage generated on the intelligent SRM platform and storing it in a cloud 
database.

3.3	 Machine learning prediction process

The data were used to predict learning performance (Table 2) using an eight-step 
machine learning prediction algorithm. The details are shown in Figure 2.
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Fig. 2. The process of prediction with machine learning for student empowerment

Figure 2 shows the process of prediction with machine learning for student empow-
erment. The steps were as follows:

Step 1. Data collection: collect data from the system (LMS).
Step 2. Data cleansing: prepare the data.
Step 3. Feature extraction: extract the specific data attributes used for prediction.
Step 4. Feature classification: classify the data attributes used to predict academic 

performance (80% training datasets and 20% test datasets).
Step 5. Create a model for prediction: create a model to calculate the level of aca-

demic performance using a machine learning algorithm.
Step 6. Experimental: practical use of the predictive model.
Step 7. Evaluation: evaluate the level of prediction of the model.
Step 8. Data visualization: presentation of the data and the accuracy of the predictions.
These steps are illustrated by a flowchart (Figure 3).
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Fig. 3. Flowchart of prediction with machine learning for student empowerment
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The evaluation of the process of machine learning for student empowerment involved 
10 experts and 10 items: 1) data collection, 2) data cleansing, 3) feature extraction, 4) 
feature classification, 5) predictive model, 6) experimentation, 7) evaluation, 8) data 
visualization, and 9) appropriateness for implementing the algorithm. It was found that 
the predictive process with machine learning for empowering learners had the highest 
level of suitability.

3.4	 Machine learning prediction model experiments

Students’ grades are predicted based on an eight-step machine learning process as 
follows:

Step 1. Data collection: data were collected on the teaching and learning manage-
ment of 30 students taking a system analysis and design course during the first semes-
ter of the 2021 academic year at the Department of Computer Innovation and Digital 
Industry, Faculty of Industrial Technology, Nakhon Si Thammarat Rajabhat University, 
Thailand.

Step 2. Data cleansing: collected data may can contain errors and outliers, or be 
incomplete or inconsistent. The information should be checked for correctness and the 
data formatted to remove irrelevant information, to support the next step in the process.

Step 3. Feature extraction: the extraction of attributes was deemed suitable for pre-
dicting students’ grades and related to observations of learners’ behavior and recorded 
scores during the instruction.

Step 4. Feature classification: the attributes, which were collected through feature 
extraction and document synthesis, could be grouped into six sets: the frequency of 
access to the system, number of activities, lessons quizzes and assignments, frequency 
of access to discussion boards, number of new threads added to the discussion forums, 
and GPA.

Step 5. predictive model: A grade prediction model was devised with the Iterative 
Dichotomizer 3 (ID3) decision tree algorithm.

Step 6. Experimental: an experimental predictive model for learning outcomes 
was created with a decision tree algorithm for data analysis, using data mining with 
10-fold cross-validation. The model for the prediction of learning outcomes established 
students’ grade as A, B+, B, C+, C, D+, D, or E, as shown in Figure 4.
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Fig. 4. Decision tree prediction model

As per Figure 4, the decision tree prediction model is based on the learning outcomes 
for all student grades, namely A, B+, B, C+, C, D+, D, and E. Regarding the rules for 
the number of predictions, 25 are estimated.

The predictive model divides the students into two groups: Group 1: empowerment 
and Group 2: no empowerment, as shown in Figure 5.

Fig. 5. Empowerment model

As per Figure 5, Group 1 students do not need to be empowered to achieve better 
grades, i.e., a grade greater than 65.5 or C+. Group 2 students need to be empowered to 
achieve better grades, i.e., a grade less than or equal to 65.5 or less than C+.

Step 7. Evaluation: the accuracy of the model was assessed in terms of accuracy, 
precision, recall, F-measure, and information gain of the attributes used for prediction.

Step 8. Data visualization: the values of the experimental results are presented in the 
results section.
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3.5	 Developing an intelligent SRM platform

The intelligent SRM platform with predictive machine learning to empower stu-
dents was developed using a software development life cycle with five phases: analysis, 
design, implementation, testing, and evaluation [3].

Phase 1. Analysis: identifies problems and the needs of system development, then 
draws both a context and data flow diagram as a model for system development.

Phase 2. Design: designs the system architecture and machine learning prediction 
process, which has been evaluated by an expert to optimize the adjustment.

Phase 3. Implementation: comprises the installation and use of the system by the 
sample group.

Phase 4. Testing: black-box testing consisting of eight platform modules: identify, 
alert, SRM, analytics, content management, forum, scaffolding, and assessment, with 
three users: a teacher, student, and administrator.

Phase 5. Evaluation: assesses the use of the platform to maintain and perform system 
improvements.

4	 Results

The results of experiments intelligent SRM platform and implementing machine 
learning predictions are shown in Tables 4 and 5.

Table 4. Accuracy, precision, recall, and F-measure of the decision tree prediction model

Model Precision% Recall% Accuracy% F-Measure%

Decision tree 100.00 100.00 100.00 100.00

As per Table 4, for the decision tree prediction model for all student grades, the 
accuracy was 100.00%, precision 100.00%, recall 100.00%, and F-measure 100.00%. 
The results of the empowerment model reveal an accuracy of 93.55%. The precision, 
recall, and F-measure values are shown in Table 5.

Table 5. Empowerment model

Class Precision (%) Recall (%) F-Measure

No empowerment 96.15 96.15 96.15

Empowerment 80.00 80.00 80.00

 As per Table 5, the empowerment model values for the empowered and non-em-
powered groups are as follows. The non-empowered group had a precision rate of 
96.15%, a recall rate of 96.15%, and an F-measure of 96.15%. For the empowerment 
group, precision was 80.00%, recall was 80.00%, and the F-measure was 80.00%. The 
information gain of the attributes used for prediction are shown in Table 6.
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Table 6. Information gain of the attributes used for prediction

Order Attribute Weight

1 Grade point average (GPA) 0.637

3 Frequency in accessing discussion boards 0.442

4 Lessons, quizzes, and assignments 0.350

5 Frequency access to system 0.201

6 Number of new threads added to discussion forum 0.193

7 Number of activities 0.089

Table 6 presents the information gained from the attributes used for prediction 
and reveals that of the factors influencing academic performance, GPA had the most 
influence (weight = 0.637), followed by the frequency of accessing discussion boards 
(weight = 0.442), and lessons, quizzes, and assignments (weight = 0.350). This is illus-
trated in a graph (Figure 6).
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Fig. 6. Information gain of the attributes used for prediction

5	 Student empowerment

For the grade level prediction, students are divided according to their grades: A, B+, 
B, C+, C, D+, D and E. Students with a grade C, D+, D or E are of concern. In this 
research, techniques for student empowerment are used to help students achieve better 
learning outcomes and are divided into two parts: artificial intelligence empowerment 
and teacher empowerment.
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Fig. 7. Student empowerment

As per Figure 7, student empowerment has two elements: empowerment using arti-
ficial intelligence technology and empowerment from teachers.

Part 1: Regarding empowerment using artificial intelligence technology from an 
intelligent SRM platform, the details are as follows:

The intelligence scaffolding module includes a student support module consisting of 
three sub-modules: an intelligence content guideline, for content guidance; an intelli-
gence resource guideline, recommending necessary resources; and an intelligence chat-
bot, for automated responses to student questions.

The intelligence SRM module involves an analysis of individual student portfolios 
stored in a database, using the student portfolio analysis module to identify and isolate 
students.

The forum module allows students to participate in discussions through the discus-
sion forum. The forum offers a basis for future work, for establishing and addressing 
discussion questions for upcoming papers or presentation topics, as well as for building 
a model of engagement determining what is right and wrong.

Part 2: Regarding empowering teachers, the details are as follows:

	 Self-review: students are asked to write a self-review about their learning and 
progress during the course after the midterm.

Teachers should:

	 Be caring and flexible toward learners.
	 Demonstrate a solution.
	 Ask questions to guide answers.
	 Present outstanding work in class to raise morale for creators and inspire 

classmates.
	 Ask students to evaluate both their own work and their classmates.
	 Create peer-to-peer learning and collaboration: opportunities for students to com-

plete group activities using Wikis or Google Docs.
	 Establish the objective and output: explain the goals and desired results of the 

course.
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6	 Discussion

This research aimed to develop an intelligent SRM platform using machine learning 
prediction for student empowerment. This process consists of an SRM platform com-
posed of eight modules: identify module, alert module, SRM module, analytics mod-
ule, content management module, forum module, scaffolding module, and assessment 
module. The six factors related to student behavior prevalent during teaching and learn-
ing on the SRM platform are as follows: frequency of access to the system, number of 
activities, lessons quizzes and assignments, frequency of access to discussion boards, 
number of new threads added to the discussion forums, and GPA. These factors are 
predicted using an eight-step process, involving data collection, data cleansing, feature 
extraction, feature classification, predictive model, experimentation, evaluation, and 
data visualization.

Machine learning predictions were conducted with 30 students from the system 
analysis and design course at the Department of Computer Innovation and Digital 
Industry, Faculty of Industrial Technology, Nakhon Si Thammarat Rajabhat University, 
Thailand. The research aimed to predict grade level with an ID3 decision tree algo-
rithm. A 25-rule grade prediction model was assessed using a 10-fold cross-validation, 
with an accuracy of 100.00%, a recall rate of 100.00%, and an F-measure of 100.00%.

The students were divided into two groups: non-empowerment and empowerment. 
The information gained from the attributes used in the prediction found that of the 
factors influencing the grade of academic performance, GPA had the most weight, at 
0.637, followed by the frequency of accessing discussion boards, with a weight of 
0.442, and lessons, quizzes, and assignments, with a weight of 0.350.

Machine learning helped predict the grades and was then able to classify students 
into A, B+, B, C+, C, D+, D, and E grades, where students with a grade C, D+, D, or E 
were of concern. This empowered students to improve their learning outcomes and can 
be divided into two parts. Part 1 concerns the artificial intelligence empowerment: the 
intelligence scaffolding module, intelligence SRM module, and forum module. Part 2 
involves teachers’ empowerment: students should self-review while teachers should 
be caring and flexible toward students, demonstrating solutions, asking questions to 
guide answers, and presenting outstanding work in class to raise morale for the creators 
and inspire their classmates. Students evaluate both their own work and their class-
mates’ and create opportunities for peer-to-peer learning and collaboration, as well as 
acknowledge the desired goals for activities and the course overall.

The experimental results of this study (Table 6) show the information gain of the 
attributes used for prediction. It was found that the factor affecting the student’s grade 
the most was GPA, with a weight of 0.637. Consistent with [7] [9] and [6], the results 
reveal that if a student has good grades, whether midterm or final scores, the level 
of academic performance is affected and developed. As a result, the dropout, expul-
sion, and low GPA rates are reduced. Student empowerment to achieve higher GPAs is 
extremely important [9].
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7	 Conclusion

This research employed an intelligent SRM platform with machine learning for stu-
dent empowerment, especially during the COVID-19 pandemic. The student empower-
ment approach has not been applied to students who are at a level of concern. For future 
research, the researcher intends to apply the student empowerment approach to enable 
students to achieve better learning outcomes. Experts have offered suggestions for this 
research, including adding a sample group to training datasets to make more accurate 
predictions and considering balanced data for both training and testing sets to make the 
model more efficient. These can be used as guidelines for subsequent studies.
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