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Abstract—Predicting students’ success in virtual learning environments 
(VLEs) can help educational institutions improve their online services and pro-
vide efficient online learning content. However, this cannot be achieved without 
identifying the possible effective features that have a high influence on students’ 
performance. This research aims to 1) provide an early prediction approach to 
learners’ achievement on VLEs, 2) develop an adapted feature selection method 
which is called a Developed Sequential Feature Selection (D-SFS), and 3) help 
enhance online and virtual education quality by highlighting the most effective 
features that could highly enhance prediction accuracy. The findings suggest that 
the D-SFS method outperforms the original Sequential Forward Selection (SFS) 
approach. The prediction accuracy using the SFS method was 92.466% with sev-
enteen features, whereas the proposed approach successfully predicted 92.518% 
of students’ performance using seven features only. Such outcomes highlight the 
importance of implementing a feature selection method to enhance prediction 
accuracy, decrease the number of features, and reduce the model’s time and exe-
cution complexity.

Keywords—educational data mining (EDM), education quality, feature 
selection, SFS, prediction techniques, student performance, virtual learning 
environment (VLE), open university learning analytics dataset (OULAD)

1 Introduction

Generally, features are classified into strongly relevant, weakly relevant, or irrele-
vant. Feature selection techniques can identify the most relevant features of a target 
class [1]. Such features are sufficient to describe the target class, while the deleted fea-
tures should not affect the performance of a prediction model. Thus, a model’s accuracy 
may be increased, whereas its complexity should be decreased accordingly [2]. Feature 
selection methods are divided into wrapper, filter, and embedded techniques [3]. Select-
ing the most effective features has been widely applied to predict students’ performance 
on different online learning platforms [4].
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Online learning becomes very popular in contemporary education [5, 6]. Many 
forms of online learning are currently available such as learning management systems 
(LMSs), massive open online courses (MOOCs), and virtual learning environments 
(VLEs) [6, 7]. However, a high number of learners either fail or drop out in online 
learning settings [8]. It was also found that students who drop out from online learning 
courses are significantly more than those in traditional learning courses [4]. This could 
be accounted for by the absence of direct interaction among the key pillars of the learn-
ing process and the absence of the learning atmosphere. Accordingly, guessing learners’ 
academic level or predicting their future performance in such environments is a diffi-
cult task [9, 10]. Educational institutions need to pay further attention to understanding 
factors that may help predict learners’ performance in online courses.

Previous literature shows that identifying features that can assist in predicting learn-
ers’ achievement on VLEs courses still needs further work [11, 12]. Hence, providing 
early identification of students who will either withdraw or fail can help improve online 
learning outcomes. This can also lead to overcoming obstacles that may face students 
in completing their studies and providing clear guidance for educational institutions 
in designing their online courses based on learners’ individual preferences and needs.

This research aims at achieving two objectives. First, it provides an early predic-
tion model that can help educational institutions improve online learning courses and 
respond to learners’ needs. Second, the study adapts a feature selection approach to 
select the most important features that may have more influence on learners’ perfor-
mance. This research has many contributions which are 1) extending previous work, 
2) helping overcome obstacles that students may face in VLEs, and 3) providing a 
developed feature selection approach that showed better performance than traditional 
methods.

2 Theoretical background and previous work

2.1 Theoretical background

Prediction models are designed to detect a pattern of a specific problem. If the values 
of the target class are discrete, classification techniques can be used. While if the val-
ues of the target class are continuous, regression techniques can be applied [13]. This 
research aims at classifying students’ performance into three groups namely, success, 
failure, and withdrawal. Therefore, classification techniques are appropriate for such a 
problem. This study adopts the Bagging ensemble method. This method was used due 
to its high prediction accuracy in comparison with other algorithms.

Ensemble methods. An ensemble method is a learning approach that combines 
multiple models. Each of them is constructed by applying a learning algorithm to a 
specific problem (a certain part of the used dataset). Such methods are used to enhance 
accuracy and reduce classification errors [14]. The predictions made by ensembles are 
usually more accurate than predictions made by a single classifier [15, 14].

The prediction process is carried out by collecting the predictions (voting) made 
by the basic classifiers (classification) or taking the average predictions of these mod-
els (regression) [13]. The general procedure of the ensemble method is explained in 
Figure 1 [13][15].
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Fig. 1. The general procedure of ensemble methods [13][15]

The models are constructed by training each base classifier on a training set created 
by resampling the original data. Two common methods are used for constructing an 
ensemble classifier [13]:

1. Manipulating the input features: In this approach, the training sets are constructed 
from the original dataset by taking a subset of features. These subsets are selected 
randomly or depending on the domain experts [16]. This way needs a high- 
dimensional dataset. An example of this approach is the random forest technique.

2. Manipulating the training instances: In this approach, many models are built by 
applying a particular learning algorithm from many training sets. These sets are 
constructed from the original dataset by resampling the instances of this dataset. 
Finally, these models are integrated into a single model. Examples of this approach 
are bagging and boosting. This present research uses the bagging method because of 
its high prediction accuracy.

The name of bagging comes from two words “bootstrap aggregating”. It is an ensem-
ble method for improving unstable estimation or classification schemes [15]. In this 
method, the number of bootstraps is created according to the number of classifiers that 
are needed to be created. Each bootstrap has the same size as the original dataset and 
consists of instances that are selected according to a certain probability of replacement. 
Therefore, in each bootstrap, it is possible to find the same instance more than once in 
the absence of many other instances [15]. Any object can be classified by taking the 
predictions of the base classifiers and then making a vote to determine the class of that 
object according to the majority of votes. The learning algorithm that was used to build 
the classifiers in this study was the decision tree, particularly, is the REPTree algorithm. 
The rationale behind this selection is that the REPTree algorithm has the highest classi-
fication accuracy when included in the Bagging algorithm among the DecisionStump, 
J48, LMT, RandomForest, RandomTree, and HoeffdingTree algorithms.
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Decision tree. The decision tree is a hierarchical structure that can handle both 
categorical and numerical data. It consists of directed edges and nodes [17]. These 
nodes are divided into three types: root nodes, leaf or terminal nodes, and internal nodes.

Each leaf node in a decision tree represents a certain class. The root and other 
internal nodes represent the attributes and test conditions that are used to classify the 
records. Hunt’s algorithm was the basis of many decision tree algorithms such as ID3, 
C4.5, CART, and REPTree [13]. REPTree is a decision tree based on a splitting crite-
rion known as the information gain ratio [18]. Equation 1 represents the formula of gain 
ratio [19, 20].
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where k represents the number of partitions in parent node P, ni is the number of 
records in the partition i

A REPTree classifier may generate large trees and this can lead to overfitting (small 
training error, but test error is large), limiting the performance of the classifier, and 
requiring more resources from memory allocation. Therefore, Reduced Error Pruning 
was applied to solve these issues by decreasing the size of the tree. The measure that 
is used in pruning is the Mean Square Error (MSE). Equation 2 represents the formula 
of MSE [21]:
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where n represents the data points, O is the vector of observed values, and P is the 
vector of predicted values

The procedure followed in the pruning process was checking the internal nodes from 
bottom to top and replacing each internal node whose error is less than that of its child 
with the most frequent class initiated among its instances. This procedure will keep out 
to trim the nodes until any further trimming causes a reduction in the accuracy of the 
tree [22]. As such, the tree of the REPTree classifier is characterized by its accuracy 
and simplicity.
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The wrapper feature selection. The search space contains many possible subsets 
of a given length. Based on a certain search strategy, various subsets are selected from 
the space of possible feature subsets. The wrapper method selects a subset from these 
various subsets of features based on the quality of the performance in the prediction 
model [23]. This way is designed for a specific learning algorithm [24]. The wrapper 
method framework is presented in Figure 2 [16].

Fig. 2. The wrapper method framework [16]

Wrapper methods are classified into Heuristic Search Algorithms and Sequential 
Selection Algorithms. Sequential selection algorithms are called sequential because of 
the nature of adding and deleting features. This algorithm can do a forward or back-
ward selection. The sequential Forward Selection (SFS) algorithm starts with an empty 
set. The features are added individually in each step to the previous subset (if any). 
The added feature which can provide the maximum classification accuracy is selected. 
Therefore, one feature is added in each step and a new subset is formed. The process 
is repeated until the required number of features is added and the best accuracy is 
obtained [25].

Figure 3 represents the SFS flowchart. K, d, R, and n represent the length of the 
current best subset, the required number of features in the best subset, the total number 
of features that are not mentioned in the current best subset, and the number of added 
attributes to the current best subset that is survived from the previous stage respectively.
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Fig. 3. The SFS method framework

In Sequential Backward Selection (SBS), the algorithm starts from a set of all fea-
tures and then SBS removes the features one by one. The feature that is chosen for 
deletion is the one that gives the model a performance boost. Deletion of features is 
stopped as long as there are no additional features that can be removed and that does 
not decrease the prediction accuracy. This means that the SBS work system is opposite 
to the SFS work system.
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Since the feature subsets in the wrapper method are evaluated using a real learning 
algorithm, a feature subset with better performance than other methods is obtained, but 
this feature subset will be biased towards the used learning algorithm. A common draw-
back of the wrapper method is that it may be computationally intensive, particularly if 
the evaluated model needs a high computational cost. In this paper, a selection method 
was developed based on the SFS method by adding the mutation step.

2.2 Previous work

Waheed et al. [26] proposed a system to predict students’ performance. Firstly, it 
predicted students’ performance by using students’ activities in VLEs and demographic 
information. This was to find the optimal features impacting students’ performance. 
Secondly, the prediction process was used in four periods using four quarterly click-
stream data for each student. This was to obtain an early prediction. The study also 
proved the effectiveness of the deep learning model in predicting students’ academic 
achievement. Each time, the dataset was arranged based on four categories namely, 
‘withdrawn-pass’, ‘pass-fail’, ‘distinction-pass’, and ‘distinction-fail’. Results indi-
cated that the students’ clickstream activity after the module started and demographic 
characteristics had an important effect on their performance. Moreover, students’ par-
ticipation in the learning environment before starting the modules had no association 
with their performance. The first analysis model showed an accuracy of 94.7%, 84.48%, 
80.54%, and 86.40 for each category respectively. On the other hand, the second anal-
ysis model for the first quarter showed an accuracy of 78.68%, 77.22%, 80.25%, and 
80.63% for each category respectively.

Abu Saa et al. [11] analyzed 36 articles that were published between 2009 and 2018. 
The results showed that the most suitable predicting algorithm which may be used to 
classify and predict students’ factors are decision trees, Naïve Bayes classifiers, and 
artificial neural networks. Moreover, the results of the analysis indicated that the influ-
encing factors are grouped under four main categories, namely class performance and 
students’ previous grades, students’ demographics, students’ e-Learning activity, and 
students’ social information.

Sobnath et al. [27] investigated the characteristics of the disabled during and after 
school years to identify their engagement patterns. Using machine learning principles 
with the big data approach, this study identified subsets of features useful to construct a 
predictor which will enhance the chances of engaging disabled school leavers in employ-
ment about 6 months after graduation. Features such as institution, age, and disability 
type were found to be the employment model’s base factors. This study also shows that 
the Logistic Regression models and Decision Tree Classifier obtained the highest accu-
racy (96%) for predicting the Standard Occupation Classification (SOC) of a disabled.

Aggarwal et al. [28] compared two models: one was built using academic param-
eters only and another was built on both academic and non-academic (demographic) 
parameters to predict students’ performance. The research concludes that a stu-
dent’s performance depends mainly on academic parameters and demographic (non- 
academic) parameters. Moreover, the constructed models will be more effective if 
non-academic parameters are also considered along with academic parameters for pre-
dicting students’ performance.
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3 Research methodology

3.1 The research dataset

In this study, the Open University Learning Analytics Dataset (OULAD) is used. The 
dataset was published on 28 November 2017 by the Open University (OU). It contains 
information about three Social Science modules and four Technology, Science, Math-
ematics, and Engineering (STEM) modules (22 courses and 32,593 students) [6][29]. 
The students’ information was stored in seven tables (students’ information, courses, 
students’ registration, assessments, students’ assessment, VLE, and students’ VLE) [6].

In this research, data from the Science module (DDD) were used. It belongs to stu-
dents enrolled in the October 2013 presentation which includes 1938 students. To clean 
this data set, different preprocessing steps were conducted. This enables the application 
of prediction algorithms. Figure 4 shows the proposed system for this study.

Fig. 4. The proposed research model

3.2 Feature generation

Because of the nature of the data in the Open University Learning Analytics Dataset 
(OULAD), students’ interactions with various id sites were randomly saved and not 
divided into types. More specifically, the ID of the interacted site is saved without 
mentioning its type and the ID sites belonging to different types of activities were all 
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stored in the same column. It became very difficult to know the extent to which students 
interacted with each activity type separately. Therefore, feature extraction was used to 
extract students’ interactions with the various VLE activity types. Types of id sites in 
the department of Science are a resource, content, forum, homepage, subpage, URL, 
collaborate, glossary, Wiki, and external quiz. Furthermore, based on the original fea-
tures, four new features were constructed which are the total number of activities before 
the formal start of the course, the total number of activities after the formal start of the 
course, the average, and the engagement.

Feature extraction. In this dataset, features are classified into three types: 
behavioural, demographics, and performance. The behavioural attributes were extracted 
from the student VLE table. This was carried out by adding students’ interaction with 
each site to the total of their interaction with the type to which this site belongs. The 
type of site is defined through the use of the VLE table which contains all id sites and 
the type of each one. Ten types of id sites were found for the course. Therefore, ten new 
attributes were obtained.

Students’ interaction with these activities was calculated at five different intervals. 
The first was before the formal start of the course. The second was after the second 
assessment which was after 53 days of the course. The third was after the fifth assess-
ment which was after 165 days. The fourth was after the sixth assessment which was 
after 207 days. The last was a day before the final exam which was after 260 days of 
the course. It is worth noting that students’ interactions with the different types of sites 
before the start of the course were used as predicted features in the four predictive peri-
ods. This was in addition to the behavioural features of these periods. The rationale is 
that such features may reflect the extent of students’ interest and their incentives. A full 
description of all features can be found in [6].

Feature construction. New features are generated in this study to enhance the accu-
racy of the prediction process. These are:

a) The total number of activities: This attribute is calculated from the students’ 
behavioural attributes at five different intervals (before starting the courses, after 
53, 165, 207, and 260 days from starting the course).

b) Average: This attribute is generated based on the grades of the assessments that stu-
dents conducted until the prediction day. Initially, students’ grades were extracted 
for each exam separately. This is because the grades were stored in one column 
randomly in the raw dataset. Then, the student averages were calculated for each 
period. Each assessment takes weight at this average according to its weight relative 
to the rest of the course assessments. In the Science course, the weights of the first, 
second, third, fourth, fifth, and sixth assessments were 10, 12.5, 17.5, 20, 20, and 
20 respectively.

c) Engagement: This attribute reflects the level of students’ participation until the pre-
diction day. This feature gave a good indication of how the students’ participation 
affected their final results. Students were divided into three levels based on the num-
ber of the predicted classes which were low, moderate, and high engagement levels. 
Therefore, three values (0, 0.25, and 1) were used to refer to these levels of attribute 
respectively. It was calculated based on the following developed formula [6].
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3.3 Data preprocessing

Data cleaning: In this step, features that were not useful in the prediction process 
such as ID number, code module, and code_presentation were removed.

Handling missing values: In the OULAD dataset, there are missing values for both 
the assessment scores feature and the deprivation band (imd band) feature. Based on 
the recommendation of the Open University, which emphasized that it neglected all 
assessment values of students who did not perform their assessment, a value of –1 was 
placed in the place of the missing assessments. The reason for choosing the value –1, 
not zero, is to distinguish the student with a zero score from the one who did not take 
the exam at all. Moreover, the most frequent value in the deprivation band (imd band) 
attribute was considered as a substitute for its missing values because it is a discrete 
attribute and contains a few missing values widely scattered.

Normalization: Normalization was performed for all values of numeric features. 
This is to ensure that the values of all attributes remained within one range. In this 
research, a min-max normalization was adopted. Equation 3 is used to calculate the 
values of the normalized feature [13][30].
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where V represents the feature value, min_A is the minimum original value for any 
feature, and max_A is the maximum original value for any feature.

3.4 Feature selection

The feature selection method was applied to reduce the dimensionality of feature 
space, select the important features for the prediction process, and enhance the predic-
tion accuracy. The traditional feature selection methods were applied first. However, a 
Developed Sequential Feature Selection (D-SFS) method was proposed to reduce the 
number of features and improve the prediction accuracy.
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The developed sequential feature selection (D-SFS) method. Wrapper methods 
choose features’ subsets based on the quality performance of the prediction model. In 
this thesis, the Bagging model was adopted for evaluating the features of the D-SFS 
method. This method adds to the SFS algorithm. In this method, the―Strain‖ name was 
given to each step in which possible subsets of a certain length are generated. There-
fore, each Strain consisted of many subsets of a certain length and differed from the 
length of the subsets in the other Strains. Each subset represented a different feature 
subset that is used to predict students’ performance.

The D-SFS method proposes predicting students’ performance based on each feature 
individually and, thus, the first Strain is formed. In each Strain, a subset or a group of 
subsets (k subsets to increase the probability of obtaining a higher accuracy) is chosen 
to form the next Strain. The number of surviving subsets (k) depends on the accuracy of 
each subset in this Strain. If subsets carry the amount of accuracy equal to the accuracy 
of the best subset, the number of survivors will be large and vice versa.

After selecting the surviving subsets, the mutation step is performed with the hope 
of obtaining better subsets. If the accuracy of subsets who survived this Strain exceeds 
all the accuracy of subsets who survived the Strains that precede them, a mutation is 
carried out on a single feature. Otherwise, a mutation is made with two features at the 
same time for the surviving subset.

The mutation on one feature is done by mentioning all the features that are not high-
lighted in this subset and adding them instead of a feature in a certain location one by 
one with the hope of obtaining the best subset from the existing subset. If the mutation 
process produces a new subset better than the mutated subset, the latter will be replaced 
by the best subset resulting from this mutation process. After that, a mutation on the 
second surviving subset (if any) is made until all the surviving subsets are completed.

Concerning the mutation on two features, all possible combinations of length 2 are 
generated from the set of features that are not mentioned in this surviving subset. Then, 
these groups are replaced instead of two features, group by group, with the hope of 
obtaining a better subset than the mutated subset. If it is obtained, the original survivor 
subset is replaced by the best subset resulting from the mutation process. Otherwise, it 
remains the same.

For determining the position of mutation, a weighting process is applied to the attri-
butes of the mutated subset. This is by calculating the weight of each feature sepa-
rately based on deleting this particular feature and calculating the difference between 
the total accuracy before and after its deletion. The difference represents the weight of 
that attribute. Upon completion of the attribute weighting, a mutation is conducted on 
one or two attributes with a lower weight among all features. It is worth mentioning 
that the mutation process starts from the second Strain because the first Strain cannot 

120 http://www.i-jet.org



Paper—Proposing a Feature Selection Approach to Predict Learners’ Performance in Virtual Learning…

be improved further. Furthermore, if the mutation is on one feature, the last Strain to be 
mutated is the Strain that precedes the last Strain. On the other hand, if the mutation is 
on two characteristics, the last Strain to be mutated is the Strain that precedes the pre-
last Strain. This is because there are not enough features for the mutation action.

After completing the mutation process, the next Strain is created based on the sur-
vivors of the previous Strain after performing a mutation operation. The new Strain is 
built by browsing each one of these subsets and obtaining the features (n) that are not 
included in this subset and adding them to this subset one by one. Each adding process 
produces a new subset to the new Strain. In the new Strain, surviving subsets are chosen 
to contribute to the creation of the next Strain as happened earlier. The number of the 
total generated Strains is (s), where s is the number of the total features in the original 
dataset. The length of the subset in each Strain is the number of Strain +1 in which one 
is the class to be predicted. The number of subsets in each Strain is a product of n*k, 
where n is the number of features that are currently available for adding to the surviving 
subset. It should be mentioned that n in the first Strain is equal to s, while in the second 
Strain, it equals s –1 … etc. In other words, n is the difference between the total number 
of features and the number of features in the survivor subset. Moreover, k is the number 
of survivor subsets.

After the completion of the generation Strain process, the weighting process is 
re-applied to the subset (subsets) of features that have the highest accuracy across all 
Strains. Attributes with zero or less weight are deleted and the remaining features are 
re-weighted again. This is kept until obtaining a group of features with weights greater 
than zero. At the end:

•	 Attempting to take into account the extent of interconnection between features and 
their effect on raising accuracy

•	 Trying to introduce new attributes for the subset to obtain rid of the stability of the 
features resulting from the sequential addition of the attributes

•	 Obtaining rid of the features that may have impaired prediction accuracy, which has 
been (in the previous Strains) proven as good features due to the sequential addition 
process.
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Figure 5 shows the main steps of the D-SFS method. Algorithm 1 illustrates the 
D-SFS process.

Fig. 5. The developed sequential feature selection method (D-SFS)
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Algorithm 1: The Developed Sequential Feature Selection (D-SFS) Method

Input: attributes [m], instances [n*m] where m is the number of features and n is the number of 
instances
Output: best_subset [d*z] where d is the number of best-surviving subsets among all Strains and z is the 
number of features in each subset.
Let new_features [], best_subset [][], survivor [][], new_Strain [][] empty arrays at the beginning
max_acc_best_subset = 0, acc_ survivor = 0
  for i = 1 to m-1
      j = 0
   do
     new_features = find_new_features (survivor [j], attributes)
     new_Strain += build_ Strain (survivor [j], new_features)
     j = j+1
     while j <= number of rows in the survivor array
     computing _ accuracy_ Strain (new_Strain, instances)
     acc_survivor = find_survivor (new_ Strain, survivor)
      If max_acc_best_subset < acc_survivor
     mutation_one (survivor)
     best_subset = survivor
     max_acc_best_subset = The greatest accuracy of the survivors after the mutation process
      else
     mutation_two (survivor)
     If max_acc_best_subset < The greatest accuracy of the survivors after the mutation process
     best_subset = survivor
     max_acc_best_subset = The greatest accuracy of the survivors after the mutation 

process
     end if
    end if
   new_ Strain = null
  end for i
    for i = 1 to d
   flag=0
   for j= 1 to z-1
    delete feature j from best_subset [i]
    weight [i][j] = the difference in accuracy between before and after
    delete the feature j
    if weight [i][j] > 0 then
      flag = flag + 1
    end if
   end for j
    if flag < z-1
      Drop all the features with a weight less than or equal to zero
      i = i - 1
    end if
  end for i

3.5 Building and testing the predictive model

The highest accuracy for predicting students’ final results was obtained by the Bag-
ging method. Furthermore, this research used a 3-fold cross-validation technique to 
train and test the data. This technique divides the dataset into K subsets (in this paper 
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three subsets) of equal size. It consists of K (three) stages. In each stage, all subsets are 
used for training except for one subset which is used for testing. This method is imple-
mented, where each partition is used exactly once for testing.

Evaluation measures. The performance metrics are used to evaluate the generaliza-
tion power of the trained model. This encompasses accuracy, F1-measure, precision, 
and recall. However, one of the most common metrics to evaluate the generalization 
power of models is accuracy [31]. Through accuracy, the trained model is evaluated 
based on the total instances that are correctly predicted by the trained model when 
it is tested with the unseen data. The accuracy is the number of correct predictions 
divided by the total number of predictions. The accuracy can be computed based on  
Equation 4 [13].

 Accuracy = (TP + TN) / TP + TN + ∑FP + ∑FN (4)

The calculation of such measures is based on computing the confusion matrix. This 
matrix summarizes the number of instances wrongly or properly predicted by a classifi-
cation model. In this paper, the predicted classes are three, so the form of the confusion 
matrix is as shown in Table 1, where:

1. True Positive (TP): The instances that are correctly classified.
2. False Negative(FN): The instances that are wrongly classified.
3. False Positive (FP): The instances that are wrongly classified.
4. True Negative (TN): The instances that are correctly classified.

Table 1. The three-dimensional confusion matrix
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4 Results and discussion

This study aims at predicting students’ performance in an online learning environ-
ment, particularly VLEs. Four prediction models were built over four time periods for 
the course which are the second, fifth, and sixth assessments as well as immediately 
before the final exam. It was performed in such different periods to provide a continu-
ous indicator of students’ final results if they would stay at the same present academic 
level. The total number of the categorized instances was the 1938 records (student). 
Figure 6 depicts the actual number of successful, failed, and withdrawn students in the 
course.
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Fig. 6. The actual number of successful, failed and withdrawn students in the course

These instances were used to construct the proposed model and evaluate it by using 
the 3-fold cross-validation technique. The model was built based on the Bagging 
method in the reality of three REPTree classifiers in each model. This way was used to 
build the models to obtain the highest possible accuracy. Demographic and behavioural 
alongside the constructed features were used in the classification process to evalu-
ate the prediction accuracy of the models. A comparison was made for the four-time 
periods between the model’s accuracy once without using a feature selection method 
and once with the use of SFS and D-SFS methods. The results of this comparison are 
shown in Table 2. Table 3 illustrates a comparison between the results of the proposed 
method and the results of the subset evaluation methods for the four prediction stages 
of the course. Table 4 highlights the features that were chosen after applying the D-SFS 
method to the course attributes. It is clear from the comparisons that the proposed 
method outperformed in terms of the prediction model accuracy of the rest of the meth-
ods implemented.
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Table 2. A comparison of the prediction accuracy of the course final results  
without feature selection along with SFS and D-SFS methods

Date of 
Prediction

Accuracy without 
Feature Selection

Used 
Features

Accuracy 
with SFS

Used 
Features

Accuracy 
with D-SFS

Used 
features

First Prediction 68.7822% 31 72.0330% 13 72.6006% 12

Second Prediction 82.5593% 31 84.4685% 11 84.8297% 11

Third Prediction 87.9257% 31 89.2672% 12 89.5252% 11

Last Prediction 90.9185% 31 92.4664% 16 92.5180% 7

Table 3. A comparison between the subset evaluation methods and the D-SFS  
method in the accuracy of the fourth prediction periods

The Method Search Method Accuracy Number of Attributes Date of Prediction

ClassifierSubsetEval GreedyStepwise 68.4727% 5 First Prediction

ClassifierSubsetEval BestFirst 67.0795% 6 First Prediction

WrapperSubsetEval GreedyStepwise 69.969% 4 First Prediction

WrapperSubsetEval BestFirst 70.485% 8 First Prediction

D-SFS 72.6006% 12 First Prediction

ClassifierSubsetEval GreedyStepwise 82.3529% 7 Second Prediction

ClassifierSubsetEval BestFirst 82.3529% 7 Second Prediction

WrapperSubsetEval GreedyStepwise 83.1269% 3 Second Prediction

WrapperSubsetEval BestFirst 83.1269% 3 Second Prediction

D-SFS 84.8297% 11 Second Prediction

ClassifierSubsetEval GreedyStepwise 87.8225% 7 Third Prediction

ClassifierSubsetEval BestFirst 87.8225% 7 Third Prediction

WrapperSubsetEval GreedyStepwise 87.9773% 3 Third Prediction

WrapperSubsetEval BestFirst 88.0289% 5 Third Prediction

D-SFS 89.5252% 11 Third Prediction

ClassifierSubsetEval GreedyStepwise 90.5573% 6 Last Prediction

ClassifierSubsetEval BestFirst 90.5573% 6 Last Prediction

WrapperSubsetEval GreedyStepwise 90.8669% 7 Last Prediction

WrapperSubsetEval BestFirst 90.8669% 7 Last Prediction

D-SFS 92.5180% 7 Last Prediction
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Table 4. The selected features of the Science course in the D-SFS method

Date of Identifying the Features The Selected Attributes by the D-SFS Method Weights
After 53 days Average 3.2507

Gender 2.2703
Collaborate 2.0123
External quize 1.5479
URL before 0.8255
Num_prev_attempts 0.6191
Engagement 0.5159
Total of activities 1.5479
Glossary 0.4127
Disability 0.3095
Age 0.2063
Collaborate before 0.1547

After 165 days Average 17.6986
Homepage before 1.0835
Collaborate 1.1867
Age 0.7223
Num_prev_attempts 0.4127
Disability 0.6191
Forum before 0.4643
Gender 0.5675
Collaborate before 0.4643
Total of activities 0.6707
Glossary before 0.1547
Average 4.2827
Total before 0.8771
URL before 0.8771
Num_prev_attempts 0.1031
Glossary 0.4643
Resource 0.9287
Content before 1.0319
Gender 0.6191
Age 0.6191
Disability 0.3611
Engagement 0.2579
Average 8.5139
Forum 0.9803
Collaborate 1.3415
Resource 0.2063
Total before 0.7223
URL 1.2899
Num_prev_attempts 0.2579
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Figure 7 presents a visual comparison between the results obtained in the first and 
last prediction stages with the actual results of the course.
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Fig. 7. A comparison between actual and predicted results of the last and first  
prediction in the Science course

Because of the differences in the selected features across the four prediction periods 
and their instability, all features that appeared across the periods as influencing features 
were taken. Then, they were entered into the model to ensure their importance as well 
as the extent of accuracy that would be reached by using these features. The total influ-
encing features across the four time periods for the Science course are Average, Gen-
der, Collaborate, External quiz, URL before, Num_prev_attempts, Engagement, Total 
of activities, Glossary, Disability, Age, Collaborate before, Homepage before, Forum 
before, Glossary before, Total before, Resource, Content before, Forum, and URL.

Using the characteristics above, an accuracy of 91.8989% was obtained. The 
obtained overall accuracy is close to the final accuracy obtained when applying the 
proposed feature selection algorithm based on the latest prediction period. This means 
that the characteristics obtained are the most effective features that are recommended 
in the Science online course. Thus, the problem of feature fluctuation across different 
prediction periods was solved.

5 Conclusion

This research aimed at proposing a new feature selection method to predict students’ 
performance on VLEs. Based on the research outcomes, many conclusions can be 
drawn. First, the quality of online and virtual education can be improved by highlight-
ing features that can have a high influence on learners’ performance. Second, the use 
of feature selection methods can improve prediction accuracy and significantly reduce 
the number of features. Thus, through the features that will be selected as important 
features in the predicting process, the activities that the student must focus on during 
the course can be determined. Third, the features that affect the student’s level may vary 
across different course periods. However, important features that may affect students’ 
performance in the Science course were Average, Gender, Collaborate, External quiz, 
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URL before, Num_prev_attempts, Engagement, Total of activities, Glossary, Disabil-
ity, Age, Collaborate before, Homepage before, Forum before, Glossary before, Total 
before, Resource, Content before, Forum, and URL. Finally, educational institutions 
need to provide permission for learners and encourage them to interact with various 
activities that exist within the learning environment before starting the course. Such 
features affect learners’ academic achievement where they appeared as influential fea-
tures over the four prediction periods. Thus, educational institutions and policy-makers 
need to consider different activities and learning materials to ensure providing success-
ful online educational settings.
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