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Abstract—With the rapid development of science and technology, intelligent 
teaching has been gradually popularized in the campus, and the change of rele-
vant teaching modes has also been carried out. In the new English teaching, it is 
necessary to analyze the students’ psychological behavior. In order to get accurate 
results, the research captures the students’ behavior as a behavior sequence, and 
uses the improved combined kernel support vector machine to extract features 
on the basis of approximate entropy and local mean decomposition. At the same 
time, it is compared with the traditional support vector machine, the traditional 
least square vector machine and the back-propagation neural network algorithm. 
The experimental results show that the improved algorithm has higher accuracy, 
recall and accuracy than the other three algorithms. The overall accuracy of the 
improved algorithm is 82.53%, the highest accuracy is 90.12%, the overall recall 
is 58.64% and the overall precision is 86.92%. The experimental results show 
that the improved algorithm has a significant improvement in performance, 
and can be applied to the extraction of students’ psychological characteristics. 
Therefore, the algorithm can be used in conventional blended English teaching, 
which is convenient for teachers to carry out English teaching more efficiently.

Keywords—feature extraction, approximate entropy,  
local mean decomposition, support vector machine

1 Introduction

In the context of the current smart city, relevant teaching work is also gradually 
becoming intelligent. In the case of a large number of students, the traditional teaching 
model is easy to ignore one thing and lose the other, resulting in some students being 
left out and unable to learn more knowledge [1]. English teaching has always been 
an important part of smart teaching. English is not only a compulsory subject from 
primary school to university, but also an important bridge for international commu-
nication. Therefore, the importance of English teaching cannot be ignored [2]. In the 
current English teaching, the way of intelligent teaching is usually mixed teaching, and 
this teaching mode needs to teach students according to their aptitude to achieve its 
best effect [3]. In order to successfully carry out smart English teaching, it is necessary 
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to form corresponding sequences according to students’ behaviors and extract psycho-
logical features [4]. This is because identifying and extracting students’ psychological 
characteristics is conducive to teachers’ more detailed and accurate understanding of 
students, so that teachers can develop more appropriate English teaching programs for 
each different student. Under the current research background, the technology of fea-
ture extraction using SVM has become increasingly mature, and has its feasibility in 
various improvements [5]. In view of this, the experiment improves the support vector 
machine (SVM) on the basis of approximate entropy and local mean decomposition to 
form a least square vector machine with combined kernel function, and analyzes and 
explores the effect of the improved machine algorithm on feature extraction, so as to 
apply the algorithm to the actual psychological feature extraction. SVM is a machine 
learning method model. Based on statistical theory, it classifies data into binary catego-
ries, and uses hinge loss function to calculate empirical risk. The advantages of SVM 
can balance the ability to find complex models and learn even if there is no sufficient 
large amount of sample data.

The article is mainly divided into five parts, the first part is to introduce the back-
ground of the article, as well as other scholars related research review; The second part 
is about the theoretical basis of the feature extraction method used in this paper, that 
is, the approximate entropy and LMD are described in detail; The third part introduces 
the method itself, that is, the combined kernel function is used and combined with 
LSSVM. With the support of this function, machine learning can extract accurate fea-
tures through continuous training iterations. The fourth part is to show the results of the 
simulation experiment and the analysis of the results. The fifth part is to summarize the 
article and propose the shortcomings of the study.

2 Related work

Many scholars at home and abroad have done a lot of research on feature extraction 
for classification learning machine algorithms such as support vector machine. Sun J 
and others artificially combined the dynamic financial distress prediction with time 
weight, using a time weighted SVM method, using dual expert voting integration, and 
using error based expert voting and time-based expert voting and external combination. 
The experimental results of sample tests show that this method is more accurate for the 
dynamic financial distress prediction when time changes [5]. Simian and other scholars 
used the mixed method of multi-core support vector regression, compared and analyzed 
it with the single core support vector regression method, and used gene expression 
programming and extreme learning machine to fit and predict the sample data. The 
results showed that the multi-core support vector regression method has higher accu-
racy and efficiency [6]. Zhao’s team used the least squares support vector machine to 
compare the grid search and genetic algorithm on the basis of self-excitation threshold 
autoregression and other methods, so as to carry out ant colony optimization on the 
least squares support vector machine. The experimental results show that the improved 
least squares support vector machine is significantly better than all kinds of traditional 
data prediction, and the accuracy is significantly improved [7]. Ftunio’s team studied 
different kinds of classifiers and used them to fit and classify the sample data. The final 
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results show that the adaptive improved classifier can effectively classify the data to 
obtain more accurate results [8]. In order to accurately extract the characteristics of the 
future financial situation of stock exchange trading companies, scholars such as Vu l 
t used a combination of SVM and autoregressive methods to make predictions based 
on factor analysis and F-score analysis. Finally, the accuracy of the prediction results 
is high and can be applied to practical operations [9]. Shetty SH and other scholars 
have developed two binary logistic regression models M1 and M2. At the same time, 
combined with the least square vector machine, the predictive diagnostic ability of the 
model is tested with the help of the subjects’ operating curve, area under the curve, 
sensitivity, specificity and annual accuracy. The results show that the predictive diag-
nostic accuracy of the new model is high [10]. Niu’s team proposed a method based on 
Improved TOPSIS method and improved ant colony algorithm to optimize LSSVM and 
built a model for feature extraction of retail enterprise operation efficiency based on 
it. The entropy weight method was used to objectively weight the indicators, and then 
based on the improved TOPSIS method, the reverse problem in the evaluation process 
was eliminated. The experimental results show that the model can provide scientific 
and effective evaluation results [11].

Xue and other scholars combined the improved particle swarm optimization algo-
rithm with least squares support vector machine to improve the accuracy of predicting 
the compressive strength potential of concrete. Using the experimental data of concrete 
compressive strength in the literature, the performance of the proposed impso-lssvm 
model is verified and evaluated. At the same time, five other algorithms are used 
to compare each algorithm. The experimental results show that the improved algo-
rithm has higher accuracy, and the accuracy can be applied to predict the compressive 
strength of concrete [12]. Kim et al. combined support vector machine with recursive 
features to form a support vector machine recursive feature elimination and selection 
technology. This technology uses the ratio of logarithmic differential expressions to 
improve scalability based on the normalized T statistics of intensity correlation. At the 
same time, each iteration will exclude the feature set that is less dominant in correlation 
and redundancy from the corresponding set of features. The experimental results show 
that the accuracy of RNA SEQ feature extraction using this technique is very high [13]. 
Liao proposed a robust face feature extraction method based on dynamic depth sparse 
representation in order to use face extraction to estimate facial age and psychological 
related features. This method combines the characteristics of active appearance model, 
local binary pattern, Gabor and bionic features, fully considers the thinking mode of 
human target recognition, the similarity of adjacent ages and the classification prin-
ciple of sparse signal representation, and proposes a two-factor analysis method to 
separate human face recognition factors to reduce the interference of face recognition 
factors. The experimental results show that this method has strong discrimination and 
robustness, and is superior to the existing age estimation methods [14]. Shukla’s team, 
based on the characteristics of skin electrical activity, tracked skin electrical activity 
to obtain relevant emotional indicators of the goal. Three feature selection methods, 
joint mutual information, conditional mutual information maximization and dual input 
symmetric correlation, and machine learning techniques were used to systematically 
compare the characteristics of these skin electrical activities. Experimental results show 
that this feature extraction method is superior to all other feature groups, including 
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the most commonly used skin conductance response related features [15]. In order 
to detect the fatigue state of athletes and prevent athletes from excessive fatigue and 
sports injury, Zhang et al. Established a fatigue sports detection model based on support 
vector machine according to the acceptance and rejection criteria of sequential for-
ward floating selection algorithm and different combinations of characteristic parame-
ters. Taking the classification performance of the established SVM detection model as 
the evaluation standard, and the sequence floating forward selection algorithm as the 
search strategy, the experiment established an optimal selection algorithm for fatigue 
characteristic parameters. Based on paired sample t-test and variance analysis, the com-
prehensive effects of individual differences and fatigue exercise on sports behavior and 
eye movement characteristics were analyzed and quantified. The experimental results 
show that the algorithm can apply PERCLOS criterion to the training of convolutional 
neural network, so as to recognize the fatigue state of face according to the comprehen-
sive features of face, and improve the robustness of the algorithm [16].

From the above research, it can be seen that many scholars have been widely used 
in feature extraction and related data prediction of SVM and other algorithms, but the 
research on applying SVM feature extraction to students’ psychology in English teach-
ing is less. On the basis of approximate entropy and local mean decomposition, SVM 
is improved to form a new feature extraction model, and compared with the other three 
algorithms. It is expected that the proposed algorithm can accurately and efficiently 
extract features for the psychological characteristics of English teaching students.

3 Feature extraction of approximate entropy and LMD

In smart English teaching, the extraction of students’ psychological characteristics 
is more important. Only by extracting their psychological characteristics can we carry 
out corresponding teaching methods and teaching recommendations. The extraction of 
psychological features needs to study the target behavior sequence, so it needs to adopt 
a feature extraction algorithm that can recognize and measure the sequence.

Approximate entropy is an algorithm for measuring the complexity of time series. 
Approximate entropy has low requirements for sequence length, good anti-interference 
and anti-noise capabilities, and fast operation speed. It has strong applicability for both 
deterministic signals and random signals [17]. Approximate entropy usually uses a 
non-negative number to represent the complexity of time series. The larger the entropy, 
the more complex the series is. Conversely, the smaller the entropy, the higher the 
self-similarity of the series.

The approximate entropy has three parameters, namely (m, r, N ), where m is the 
embedding dimension, r is the similarity tolerance, and N is the data length. Generally, 
m is taken as 2, and r is taken as 0.1–0.25 times the standard deviation of the original 
data sequence [18]. The research needs to select the value of r according to the actual 
situation of the simulation experiment. The approximate entropy-based algorithm is 
shown in Figure 1.
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Fig. 1. Basic algorithms of approximate entropy

Set the time series with length as {u(i), i = 1, 2, … N}, then reconstruct the m 
dimension vector as shown in equation (1). The value in the new set Xi in equation (1) 
is 1, 2, … n, n = m + N−1

 X u i u i u i mi � � � �{ ( ), ( ), , ( )}1 1  (1)

Calculate the distance between vector xi and another vector xj, as shown in 
equation (2). In formula (2), k is a constant determined according to the required con-
ditions of simulation.

 d u i j u j k k m� � � � � �max ( ) ( ) , , ,0 1 2 1  (2)

For each vector, count the number of d r≤  and the ratio of this number to the total 
distance, and record the ratio as Cm(r). Take the logarithm of Cm(r), and then calculate 
the average value of all, which is recorded as Λm(r), as shown in formula (3).
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m N

r
m N

Cm r( ) ln ( )�
� � �

� �

�1
1 1
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 (3)
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Add 1 to the value of m and repeat the calculation of formula (1) (2) (3) to obtain the 
corresponding Cm + 1(r) and Λm+1(r) at this time, the approximate entropy is obtained 
as shown in formula (4).

 ApEn r rm m

N

� � �

��
�� �( ) ( )1  (4)

Local mean decomposition (LMD) is a commonly used feature extraction algorithm. 
LMD was originally used to simulate and check power grid faults. With the develop-
ment of science and technology, LMD has been widely used in many fields. LMD can 
transform a complex original signal into a product function component with instanta-
neous significance through a series of operations, and the resulting component frequen-
cies are arranged from high to low [19].

After LMD decomposition, the original signal will be decomposed into envelope 
signal and pure FM signal, and the two signals will be multiplied to obtain a physically 
meaningful product function component. The obtained signal is calculated circularly 
until all the product function components are separated or reach the termination con-
dition. After the original signal is obtained, all extreme points of the original signal 
x(t) are determined, which are represented by m1, m2, … mi in turn. At this time, the 
average value ai and the envelope estimation value bi are shown in equations (5) and (6) 
respectively.

 a
m m

i
i i�
� �1

2
 (5)

 b
m m

i
i i�
� �1

2
 (6)

The moving average method is used to smooth all ai and bi to obtain the local 
mean function af(t) and the local envelope function bf(t). The local mean function 
af(t) is separated from the original signal, and formula (7) is obtained after operation. 
In equation (7), hf(t) is the new function obtained by separation.

 hf t x t af t( ) ( ) ( )� �  (7)

Use the new function hf(t) to demodulate the envelope function, as shown in 
equation (8). Equation (8) sf(t) is a new demodulation function.

 sf t hf t
bf t

( ) ( )
( )

=  (8)

Perform cyclic processing on equations (7) and (8) until sf(t) is converted into pure 
FM signals, and the envelope estimation function sf(t) value is 1 at this time. Then the 
corresponding envelope signal is obtained as shown in equation (9).

 bf t bf t bf ti
i

bf t

j
j

n

`( ) ( ) ( )
( )

� �
� �
� �
1 1

 (9)
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At this time, the product function component is a single component AM FM signal. 
At this time, its instantaneous frequency F(t) can be calculated according to the enve-
lope signal, as shown in equation (10).

 F t d ar sf t
dt

( ) [ cos( `( ))]
�
1
2�

 (10)

The product function component is separated from the original signal and a new 
signal is obtained. As the high-frequency oscillation is gradually separated, the original 
signal is gradually smoother. The new signal is processed circularly until the new signal 
is monotonic. The basic flow of the whole algorithm is shown in Figure 2.
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Fig. 2. Basic algorithms of LMD

For feature extraction, the more complex a behavior sequence is, the greater the 
probability it will produce new patterns, which will make the extraction of eigenvalues 
more complex and difficult. Psychological feature extraction of individual behavior is 
usually more difficult than simple physical signal extraction, so the experiment com-
bines approximate entropy and LMD to increase the accuracy and efficiency of feature 
extraction.

4 Research on feature extraction methodology based on SVM 
and combined kernel function

When constructing feature extraction model, it is usually necessary to use appro-
priate machine learning algorithm. Because the approximate entropy and LMD used 
in the experiment contain vectors, support vector machine is a better choice. SVM is 
a machine learning method model, which classifies the data on the basis of statistical 
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theory, and uses the hinge loss function to calculate the empirical risk. The advantage of 
SVM is that it can balance the ability to find complex models and learn even if there is 
no sufficient large amount of sample data. [20]. For SVM classification, sigmoid func-
tion is usually used, as shown in equation (11), θ is the mapping of sigmoid function.

 h x
e t� �

( ) �
� �

1
1

 (11)

The three key points of SVM are classification interval, duality and kernel, which 
determine the practicality of SVM, the principle of minimizing structural risk and the 
separation of dimension space from it [21]. If there is an initial training set as {(x1, y1), 
(x2, y2), …, (xn, yn), y ϵ [−1, 1]}, two different samples can be distinguished by a linear 
function. At this time, it is assumed that the initial training set can be linearly divided by 
the hyperplane, and the interval between two different categories of samples should be 
the maximum when the optimal hyperplane is established. The classification principle 
is shown in Figure 3.

θt x = –1

θt x = 0

θt x = 1

Fig. 3. Classification principle of SVM

When the samples are classified, if these data are non-linear, they will be trans-
formed into a linear problem in high-dimensional space through spatial transforma-
tion, and an optimal classification plane will be selected to solve it. At the same time, 
the dual method will reduce the complexity of spatial dimension upgrading and make 
it simpler [22]. The dual characteristic makes it possible to obtain the corresponding 
classification function and operate it in the high-dimensional feature space only by 
performing the sample inner product operation. The principle of obtaining the optimal 
hyperplane is shown in Figure 4.
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R2 = H

Fig. 4. Optimal classification hyperplane

Based on the idea of kernel method, SVM can map the data that is difficult to be sep-
arated by plane into high-dimensional space to obtain the classification plane through 
the method of feature transformation. Find the kernel function K(xi. xj) in the input 
space. The dot product operations λ(xi) and λ(xj) of the high-dimensional feature space 
are replaced by the low-dimensional space. The decision function obtained by the dual 
transformation is shown in equation (12), and the dual transformation result is shown 

in equation (13). In equations (12) and (13), i n=1 2, ,..., , �i
i

n

iy
�
� �
1

0.

 f x sign y K x x gi i
i

n
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�
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In order to obtain the maximum classification interval, the decision function and β 
are transformed into a new objective function Ψ, as shown in equation (14). In equation 
(14), C is the penalty parameter used to control the degree of sample misclassification.

 �( )� � �� �
�
�1

2
2

1

C i
i

n

 (14)

However, SVM has the advantage of fast learning, but for more complex feature 
extraction models, conventional SVM often has the disadvantages of slow comput-
ing speed and low accuracy of feature extraction results. It has been difficult to meet 
the needs of complex psychological feature extraction for teaching, so it needs to 
be improved [23]. The experiment combines approximate entropy, LMD and SVM. 
In addition, SVM is transformed into the same kind of extended least square support 
vector machine (LSSVM), and a new improved algorithm, ck-LSSVM, is formed based 
on the combined kernel (CK).

iJET ‒ Vol. 18, No. 02, 2023 149



Paper—A Behavior Sequence Based Psychological Feature Extraction Model for Students in English…

Combined kernel function is one of the common functions used by classifiers to 
select kernel functions. Given a coefficient of each kernel function, two or more kernel 
functions are combined to replace the previous single kernel function. Therefore, the 
combined kernel can usually avoid falling into the local optimal solution, so as to speed 
up the global convergence and obtain the optimal coefficient [24].

Compared with the conventional SVM, the main advantage of LSSVM is that it 
can better solve the complex quadratic programming problems, follow the principle 
of structural minimization, and only need to solve the linear equations to simplify the 
solution process. Suppose given a training set point, input a real number and output a 
scalar. The nonlinear mapping eucalyptus tree is used to establish the regression model, 
and the input data is mapped to the high-dimensional feature space, in which the linear 
regression model is constructed. The linear equation is constrained, and the Lagrange 
function is used to construct a binary problem. The obtained equations are transformed 
into matrices, and the decision function is finally obtained by using Mercer theorem. 
According to the basic method of SVM, the decision function will transform the kernel 
function from a high-dimensional space to a plane. It only needs to find the optimal clas-
sification surface and transform the classification problem into a linear problem [25].

Composite kernel combines at least two single kernel functions, and uses their 
respective advantages to avoid defects as much as possible. The main types of kernel 
functions are local kernel functions and global kernel functions. Among the local kernel 
functions, d-order polynomial kernel function is typical. The advantage of this kind 
of function is strong generalization ability, and the disadvantage is that the classifi-
cation accuracy is difficult to reach a high level. Among the global kernel functions, 
Gaussian radial kernel function is the typical one [26]. The advantage of this kind of 
function is high classification accuracy, and the disadvantage is weak generalization 
ability. Because the advantages and disadvantages of these two kinds of functions are 
complementary, the experiment combines these two kinds of kernel functions and gives 
a weight coefficient to each of the two kernel functions to form a combined kernel 
function. The definition formula of composite kernel function is shown in formula (15).

 K X X K Km i r d( , ) ( )� � �� �1  (15)

In equation (15), μ represents the weight coefficient, whose value is (0, 1). When 
μ takes 0 or 1, it is a single kernel function, Km represents the composite function, Kr 
represents the Gaussian kernel function, Kd represents the d-order polynomial kernel 
function, and X and Xi are the two main independent variables of the kernel function 
respectively. When the D value of the d-order polynomial kernel function is 1 and the σ2 
value of the Gaussian kernel function is 1, both of them can maximize their advantages. 
Therefore, both D and j of the combined kernel are taken as 1. The test points of the 
combined kernel function are 0.2 and μ are 0.5, 0.6, 0.7 and 0.8 respectively to deter-
mine the best value of μ. The basic flow of the whole algorithm is shown in Figure 5.
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In terms of data processing, first build a sample set, then build a feature extraction 
model and train it. The training time is divided into two equal data sets, data set 
1 and data set 2, respectively, to increase the representativeness of the experimental 
results, and then obtain the relevant parameters through simulation experiments. After 
the parameters are selected, the improved algorithm used in the experiment, namely 
ck-LSSVM, and several other algorithms are simulated. Among other algorithms, con-
ventional SVM and conventional LSSVM are selected for comparison, and back prop-
agation neural network (BPNN) commonly used for feature extraction is selected for 
comparison at the same time, so as to more intuitively and accurately show the perfor-
mance of the improved algorithm used in the experiment. The other three algorithms 
are basically the same as ck-LSSVM for data processing. The reason for choosing these 
three algorithms is whether the result after least squares has advantages compared with 
SVM, whether the combined kernel function has advantages compared with LSSVM, 
and whether BPNN is a classical and commonly used neural network method in current 
depth learning, so as to find out whether it has advantages compared with conventional 
depth learning.

5 Experimental results and analysis of ck-LSSVM  
feature extraction model

5.1 Main parameter settings

The experimental environment is ECS, with 2G running memory and 49G hard disk 
capacity. The algorithm is implemented based on Python. In the parameter process-
ing of experimental data, the approximate entropy value needs to be one of 0.1–0.25. 
The experiment is divided into four orders, namely 0.1, 0.15, 0.2, 0.25, which is the 
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best value for analysis. Under the same other conditions, the two groups of results of 
variance of approximate entropy varying with experimental time under different val-
ues are shown in Figure 6. As can be seen from Figure 6, in data set 1 and data set 2, 
the comprehensive value of analysis variance is the lowest when the R value is 0.2 as 
the experimental time increases. Since the lower the comprehensive value of variance 
analysis, the more stable the representative operation is and the simpler the processing 
is, the value selected is 0.2.
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Fig. 6. Analysis variance value of two sets of data sets

The possible values of μ of the combined kernel are 0.5, 0.6, 0.7 and 0.8 respectively. 
The numerical results of two groups of polynomial kernel functions with test points of 
0.2 and 0.4 under the four values are shown in Figure 7. It can be seen from Figure 7 
that when the test points are 0.2 and 0.4 respectively, they are polynomial kernel func-
tion values with μ value of 0.6, and the polynomial kernel function values can reflect 
the overall operation speed. Therefore, μ value with the highest polynomial function 
value should be selected. According to the significance analysis, the value selected 
through comprehensive consideration is 0.6.

(a) Test point value = 0.2 (b) Test point value = 0.4
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5.2 Comparison and analysis of various algorithm results

When the training has been completed, each group of test samples is predicted and 
compared with the actual situation. The accuracy of the four algorithms according to the 
training times is shown in Figure 8. As can be seen from Figure 8, the accuracy of each 
algorithm shows an obvious upward trend with the increase of training times. When the 
training times are closer to the maximum times of each experiment, i.e. 100 times, the 
increase of accuracy will slow down. It can be seen that the accuracy rate of ck-LSSVM 
is obviously the highest among the four algorithms, and it is the highest at any training 
times. According to the significance analysis results, the accuracy rate of ck-LSSVM is 
significantly higher than that of the other three algorithms, indicating that ck-LSSVM 
has a significant advantage in the accuracy of operation results. The average accuracy 
of ck-LSSVM algorithm in data set 1 is 80.83%, in data set 2 is 84.23%, the overall 
accuracy is 82.53%, and the highest accuracy is 90.12%.
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Fig. 8. Accuracy with training times of two sets of data sets

In the simulation experiment, the two groups of recall rates of the four algorithms 
with the number of training times are shown in Figure 9. As can be seen from Figure 9, 
the recall rates of the four algorithms show an obvious growth trend with the increase of 
training times. The recall rate of ck-LSSVM algorithm is significantly higher than that 
of the other two algorithms, and each training time of the two groups of results is the 
highest recall rate of ck-LSSVM. According to the results of significance analysis, the 
recall rate of ck-LSSVM in the two data sets is significantly higher than that of the other 
three algorithms, indicating that the measurement ability of ck-LSSVM algorithm for 
positive cases is significantly better than that of the other three algorithms. The overall 
recall rate of the two sets of data sets of ck-LSSVM algorithm is 58.64%.
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(a) Under the dataset 1 (b) Under the dataset 2
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Fig. 9. Recall rate with training times of two sets of data sets

The two groups of results of the effectiveness of the four algorithms with the number 
of training times are shown in Figure 10. As can be seen from Figure 10, the specific 
effect degree of each algorithm shows an obvious upward trend with the increase of 
training times. In the results of the two sets of data sets, ck-LSSVM has the highest 
specific effect under each training times, which is generally higher than the other three 
algorithms. According to the significance analysis results, the specific effect degree 
of ck-LSSVM in data set 1 is significantly higher than that of the other three algo-
rithms, and that of ck-LSSVM in data set 2 is significantly higher than that of SVM 
and LSSVM, but not significantly with BPNN. In the overall results of the two data 
sets, the specific effect degree of ck-LSSVM is still higher than that of the other three 
algorithms, indicating that the negative case recognition and measurement ability of 
ck-LSSVM is significantly better than that of the other three algorithms.
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Fig. 10. Special efficiency with training times of two sets of data sets

The two sets of results of the accuracy rate of the four algorithms with the number 
of training times are shown in Figure 11. As can be seen from Figure 11, the accu-
racy rates of the four algorithms show an obvious upward trend with the increase of 
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training times, and the overall increase is relatively slow. The accuracy of ck-LSSVM 
is significantly higher than that of the other three algorithms. According to the signifi-
cance analysis results, ck-LSSVM algorithm is significantly different from other algo-
rithms, indicating that ck-LSSVM algorithm is significantly better than the other three 
algorithms in the performance of optimal solution. The overall accuracy of ck-LSSVM 
algorithm is 86.92%.
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Fig. 11. Precision with training times of two sets of data sets

The average operation time of the four algorithms with the training times is shown in 
Figure 12. As can be seen from Figure 12, the average operation time of ck-LSSVM in 
data set 1 is significantly less than that of the other three algorithms, while that in data 
set 2 is significantly lower than that of SVM and LSSVM, but there is little difference 
with BPNN. According to the results of significance analysis, the average operation 
time of ck-LSSVM is significantly different from that of SVM and LSSVM, but it is not 
significantly different from that of BPNN, indicating that ck-LSSVM is significantly 
better than SVM and LSSVM in operation efficiency.
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Fig. 12. Average operation time with training times of two sets of data sets
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6 Conclusion

Aiming at the need of understanding students’ psychological characteristics in 
smart English teaching, an improved ck-LSSVM algorithm based on approximate 
entropy and LMD is proposed to extract the characteristics of the corresponding behav-
ior sequences. The experimental results show that the ck-LSSVM algorithm is sig-
nificantly better than the conventional SVM, LSSVM and BPNN algorithm in many 
performances. The overall recall rate of the ck-LSSVM algorithm is 58.64% and the 
overall accuracy rate is 86.92%, which is not only significantly higher than the other 
three algorithms selected in the experiment, but also fully meets the needs of conven-
tional feature extraction, indicating that the improvement of the ck-LSSVM algorithm 
is effective. Although the research has made some achievements, the training times of 
the research are less, and the selection of training samples is lack of universality. It is 
necessary to further select more representative sample data in the follow-up, which is 
also a problem that needs to be improved in further research in the future.
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