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Abstract—In the era of intelligence, Internet + technology is widely used 
in various fields, and English Teaching in the education industry of colleges 
and universities gradually tends to be an online and offline mixed teaching 
mode. However, under the MOOC model, the feedback of College Students’ 
English learning and the recognition of their knowledge level has become new 
difficulties. Aiming at the feedback of students’ learning situation under the 
mixed mode of College English teaching, this paper uses the optimized Bayes-
ian knowledge tracking model (BKTM) to predict students’ English learning 
situation and introduces students’ learning behavior and forgetting behavior to 
optimize parameters. Finally, a performance verification experiment is carried 
out by analyzing the students’ answer performance in College English mixed 
teaching. The results show that the prediction errors of the four knowledge points 
of 60 students in the two classes are all about 7%, and the maximum error is 11%. 
Experiments show that the model has high accuracy and stable performance in 
predicting the probability of mastering knowledge points.

Keywords—English class, mixed teaching mode, Bayesian network, 
Knowledge tracking model

1	 Introduction

In the mixed English teaching model in colleges and universities, understanding 
students’ teaching evaluation and learning is an indispensable part of the course [1]. 
However, in MOOC English Teaching in Colleges and universities, students and teach-
ers cannot interact in time, resulting in the problems of backward teaching progress 
and low learning efficiency [2]. Because of the difficulties of students’ learning feed-
back in the MOOC-based online and offline hybrid teaching mode of College English, 
this paper studies the construction of a prediction model of students’ learning status in 
English teaching based on the Bayesian network [3]. In order to improve the prediction 
accuracy of the Bayesian knowledge tracking model, the learning behavior and 
forgetting behavior of students in MOOC are introduced. The behavior parameters are 
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quantified by the decision tree algorithm, the maximum expectation algorithm obtains 
the optimal probability parameters. The innovation of this study is that after optimizing 
the parameters of learning behavior and forgetting behavior, the Bayesian network can 
make personalized predictions and suggestions for students’ English knowledge point 
structure, helping improve students’ learning methods and teaching quality.

2	 Journals reviewed

At the beginning of the Bayesian network, its models were mainly applied to the 
probability reasoning of artificial intelligence. Since the 1990s, different scholars have 
gradually improved various algorithms of Bayesian networks. Regarding data mining 
and knowledge statistics, Duan et al. Proposed a heuristic algorithm based on mutual 
information to fuse tree augmented naive Bayesian network to build a model, which is 
used to dynamically describe the dependencies in unlabeled test cases in data mining. 
Experimental results show that the model is superior to K-means Bayesian classifier 
and random forest algorithm [4]. 

Chen et al. Used Bayesian networks to build a probabilistic decision-making model 
for the rear-end collision avoidance system. Experiments show that the model consid-
ers the impact of vehicle dynamics, driver reaction ability, and external environment on 
rear-end collision and can accurately estimate the rear-end collision risk with relatively 
low complexity [5]. Wang l proposed a Bayesian network classifier learning method 
that fully represents the diversity of conditional dependencies. The results show that the 
classification performance of the algorithm is still competitive compared with the most 
advanced single model learner and integrated learner [6]. Zhang et al. Used a Bayesian 
network to analyze the efficacy and safety of excellent saphenous vein transplantation 
(BSV) bypass surgery in treating femoral-popliteal artery occlusive diseases. The all-
cause death data within five years proved that the main complications of BSV were 
not related to death [7]. Eschweiler et al. Also used a Bayesian network meta-analysis 
of randomized controlled trials to analyze the clinical effects of non-steroidal 
anti-inflammatory drugs and gabapentin drugs on chronic low back pain [8], Soltanali 
et al. Used Bayesian network (BN) theory to determine the nondynamic relationship 
between complex system failures in FFTA model. The results show that the BN model 
considers conditional rules to reflect the dynamic relationship between faults [9]. 

Zhao et al. Used a dynamic Bayesian network to predict visibility in the Arctic based 
on the physical basic statistical model. Experiments have proved that using a dynamic 
Bayesian network to predict visibility is adequate for predicting climate change in the 
Arctic [10]. Zhou et al. Extended Bayesian network feature Finder (Banff), which pro-
vides a graphical description package of posterior reasoning, model comparison, and 
model fitting for understanding biological mechanisms and disease pathology [11].

Geng et al. Used a Bayesian algorithm and composite importance measure to rank 
the factors affecting survival and built a prediction model for advanced gallbladder 
cancer (GBC). Experiments show that the BN Based survival prediction model can 
be used as a decision support tool for patients with advanced GBC [12]. Boya et al. 
Used Bayesian network meta-analysis to prove the efficacy and safety of opioid anal-
gesics in the treatment of chronic low back pain. The results showed that the effect of 
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Bayesian NMA was estimated in the form of odds ratio (or) and 95% confidence interval  
(CRI) [13]. In order to improve the accuracy of fault cause diagnosis in chemical pro-
cesses, Kumari et al. Proposed an improved Bayesian network (MBN), which consid-
ered the cycle. At the same time, the Tennessee Eastman process is taken as an example 
to verify the method’s effectiveness. [14]. Xue et al. Transformed the belief rule base 
into the Bayesian network’s conditional probability table (CPT) to express the influence 
relationship of various factors in the location selection of offshore wind turbines.  
The model’s effectiveness is verified by taking the busy waterway in the East China Sea 
as an example [15]. 

Qi et al. Proposed an LVS-based BN parameter dynamic embedded learning method 
to represent unobservable abstract concepts such as patient disease and customer credit. 
The results show this method’s efficiency, convergence, and accuracy are better than 
other LVS BN parameter learning methods [16]. Noriaki et al. Developed an R soft-
ware package CBNPLOT to infer Bayesian networks (BNs) from gene expression data, 
explicitly utilizing the functional enrichment analysis (EA) results obtained from the 
managed biological pathway database. Experiments show that this method is absolutely 
effective in evaluating and analyzing established knowledge and literature, and it is 
possible to promote the discovery of knowledge from gene expression data sets. [17].

Nguyen et al. Developed an agricultural robot system (ARS/PSPD) for plant stress 
propagation detection based on the Bayesian network scanning protocol. Experiments 
show that Bayesian network inference’s scanning protocol is superior to all other  
protocols. [18]. Chen Z proposed an unsupervised Bayesian network ensemble (BNI) 
method to detect driving genes and estimate the spread of disease at the patient and/
or cohort levels based on accurately located differentially expressed genes, variants in 
somatic mutations, and gene interaction networks. Experiments show that this method 
can capture the inherent structural information [19].

To sum up, the current education is constantly in line with computer technology,  
but the application results of technology are still insufficient, and students’ learning 
status and results cannot be timely fed back. The Bayesian network performs better in 
probability reasoning of uncertain events, so it is widely used in clinical medicine, plant 
protection, software development, and other fields. At this stage, the technical appli-
cation of online teaching mode is not mature enough, and the students’ learning status 
tracking and knowledge learning level are not well understood. In the research of using 
its precise probability prediction to establish the student status prediction of College 
English mixed mode, it is expected to help college English teaching establish more 
effective teaching methods and improve students’ learning ability and enthusiasm.

3	 Construction of bayesian knowledge tracking model  
for mixed english teaching

3.1	 Bayesian model analysis based on learning prediction algorithm

A bayesian network is constructed based on the Bayesian formula and can be used 
to deal with probability events in uncertain information. The student learning state pre-
diction mechanism of the Bayesian knowledge tracking model based on the hybrid 
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teaching model is based on the calculation of state transition probability. After observ-
ing and calculating the probability distribution of the knowledge node to the following 
knowledge node and the corresponding state node, the model can predict the learning 
situation of College Students’ English knowledge. Therefore, in essence, the Bayesian 
knowledge tracking model is a unique hidden Markov model (HMM) [20]. Therefore, 
the principle of applying the Bayesian network to predict students’ learning status under 
the College English mixed teaching mode course is shown in Figure 1.
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Fig. 1. The principle of applying the Bayesian network to students’ learning state prediction

The changes in knowledge nodes and student status nodes in the Bayesian knowl-
edge tracking model in Figure 1 are introduced by students’ learning behavior.  
The probability model in the figure is based on the hidden Markov time series model, 
which describes the randomly generated state sequence and generates the observable 
sequence from the random state sequence [21]. According to the Markov chain structure 
in the figure, the following probability formula (1) is obtained.

	 P S s S S S S P S s Sn n n n( , , , ..., ) ( )� �� � �1 0 1 2 1 	 (1)

In formula (1), P is the calculated state transition probability, S is the student learn-
ing state node, and n is the state node number. When applied to students’ learning state 
detection, all knowledge nodes in BKTM are constructed based on the hierarchical rela-
tionship of College English teaching content, and the probability of knowledge points’ 
mastery state in the model is judged according to the correct answer rate. However, as 
students’ learning behavior in the mixed teaching mode of College English is the main 
factor affecting the state transition probability, the student learning characteristic data is 
extracted to introduce behavior nodes into the model. In BKTM, the data of knowledge 
nodes can be quantified as “master knowledge” and “master knowledge”, and the quan-
tification of behavior data of performance nodes can also be set as “correct answer” and 
“wrong answer”. At the same time, the quantification of behavior data depends on the 
decision tree algorithm. After preprocessing the data, the quantitative, mixed mode learn-
ing behavior can improve the answer performance by 1, while 0 means that the learning 
behavior hurts the answer performance [22]. After introducing learning behavior, the 
probability calculation formula of correct answer performance is shown in formula (2).
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	 P r P K P W P R P R P R P Wn( ) ( )(( ( )) ( ( ))) ( ) ( )( ( ))� � � � � �1 1 1 	 (2)

In equation (2), P(r) represents the probability of correct answer, P(Kn) represents 
the probability of knowledge node n mastering, P(W) represents the correct rate of 
guessing answer behavior without knowledge points, and P(R) represents the error rate 
of answer behavior after mastering knowledge points. After the introduction of learning 
behavior, the correct performance of answering questions can be divided into four situ-
ations: whether the students have mastered the knowledge points, whether the learning 
behavior has a positive impact, and whether the wrong behavior has a negative impact. 
Similarly, the Bayesian formula for the probability of wrong answers after introducing 
learning behavior is shown in formula (3).

	 P w P K P W P K P R P R P Wn n( ) ( ) ( ) ( ( ))( ( )) ( ( )) ( )� � � � � �1 1 1 	 (3)

In equation (3), P(w) is the probability of a wrong answer. The correct and wrong 
sequence of answer results is obtained according to the correct and wrong answer 
probability in the behavior BKTM to calculate the learning prior probability of the 
Bayesian network. The calculation formula is shown in equation (4).
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In equation (4), P K r( )  represents the prior probability of students’ knowledge 
point learning when the answer is correct and P K w( )  represents the prior probability 
of students’ knowledge point learning when the answer is wrong. According to the per-
formance of the two answer States, update the mastery probability of knowledge points 
according to the formula P K P K r P K w( ) ( ) ( )� � . Finally, the BKTM with learning 
behavior is introduced to predict the mastery probability of the next knowledge node 
according to the updated mastery probability, and its calculation formula is shown in 
formula (5).

	 P K P K P K P Tn n n( ) ( ) ( ( )) ( )� � � �1 1 	 (5)

In equation (5), P(Kn) represents the mastery probability of the knowledge node n, 
P(Kn+1) represents the mastery probability of the next knowledge node n + 1, and P(T) 
represents the learning transfer probability of students.

3.2	 Parameter optimization of Bayesian knowledge tracking model

Under the online and offline mixed teaching mode of College English, learning 
behavior is the main influencing factor of students’ learning. However, college stu-
dents’ forgetting behavior in the learning process cannot be ignored. In the Bayesian 
knowledge tracking model, students’ performance nodes are also affected by forgetting.  

54 http://www.i-jet.org



Paper—A MOOC-Based Hybrid Teaching Model of College English

In reality, knowledge points need to be memorized repeatedly to avoid forgetting. 
Therefore, to increase the prediction accuracy of BKTM (Bayesian Knowledge Track-
ing Model), students’ forgetting behavior needs to be quantified as forgetting probabil-
ity and introduced into the model. The learning and forgetting behaviors are introduced 
into the structural parameters of BKTM simultaneously, as shown in Figure 2.
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Fig. 2. Learning behavior and forgetting behavior are introduced into  
the structural parameters of BKTM

It can be seen from Figure 2 that after the Bayesian knowledge tracking model is 
introduced into the students’ forgetting behavior and learning behavior at the same 
time. The correct or wrong answer performance nodes will be determined by the error 
probability and guess probability in the learning behavior parameters and the forgetting 
probability in the forgetting behavior parameters simultaneously. After introducing the 
forgetting parameter, the correct performance of students’ English knowledge points 
can be divided into four types: knowledge points mastery, negative learning behavior, 
and low probability of error and forgetting; Having mastered knowledge points, active 
learning behavior, and low probability of error forgetting; They do not master knowl-
edge, have positive learning behavior, and have a certain probability of forgetting; They 
did not master the knowledge points, and their learning behavior was negative, but 
their error rate was low, and their guesses were correct. Therefore, after the forgetting 
probability in the Bayesian model, the probability calculation formula of the correct 
performance of students’ answers is shown in formula (6).

	 P r P K P W P F P R P F P K P Rn n( ) ( )( ( ))( ( )) ( )( ( )) ( ( )) ( )� � � � � � �1 1 1 1 	 (6)

In equation (6), P(F) represents the forgetting probability of students’ knowledge 
points. In the same way as the correct answer, under the joint action of learning behav-
ior and forgetting behavior, there are four types of the wrong answer, namely, hav-
ing mastered knowledge, active learning behavior, and high probability of forgetting, 

iJET ‒ Vol. 18, No. 02, 2023 55



Paper—A MOOC-Based Hybrid Teaching Model of College English

and mistakes; Having mastered the knowledge points, the learning behavior has a 
negative impact, resulting in a high probability of forgetting; They do not master the 
knowledge and have positive learning behavior, but they have the transformation of 
forgetting and positive influence of behavior; Lack of knowledge, negative learning 
behavior and low accuracy of guessing. Bring the above four situations into the Bayes-
ian formula to obtain the calculation formula of students’ answer error probability, and 
its mathematical expression is shown in formula (7).

P w P K P W P F P R P W P F P K P Rn n( ) ( )( ( ))( ( )) ( ( ) ( ) ( ) ( ( ))( (� � � � � � � �1 1 1 1 1 ))) 	 (7)

According to the correct and wrong answer sequence of the Bayesian knowledge 
tracking model with forgotten parameters, the learning prior probability of the model is 
optimized, and the formula is shown in formula (8).
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Finally, after completing all the answers according to BKTM and optimizing the 
learning probability, the formula for predicting the probability of students’ mastering 
the next knowledge point is shown in formula (9) according to the mastery of knowl-
edge points and the performance of the answers.

	 P K P K P F P K P T P Fn n n( ) ( )( ( )) ( ( )) ( )( ( ))� � � � � �1 1 1 1 	 (9)

After introducing the learning behavior parameters and forgetting behavior parame-
ters of students, the prediction accuracy of the Bayesian knowledge tracking model can 
be improved in theory. For the evaluation of the prediction effect of the model, the root 
means square error (RMSE) is used to express the numerical dispersion of the model, 
and its calculation formula is shown in equation (10).

	 R
P p

n
i ii

n

�
�

�� ( )2
1 	 (10)

In equation (10), R represents the root mean square error of the model, i represents 
the prediction times, n represents the maximum number of prediction samples, Pi  
represents the model prediction value, pi represents the actual probability value, and 
Pi – pi represents the deviation between the model prediction probability and the actual 
probability value [23]. In the Bayesian knowledge tracking model, the root means 
square error value represents the ratio of the square of the error between the prediction 
result of the model and the students’ learning and mastering situation to the prediction 
times [24]. When the calculation result of root mean square error is small, it indicates 
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that the prediction result of the model has high accuracy. When the calculation result of 
root mean square error is small, it indicates that the prediction effect of the model on 
students’ learning is poor, and the error is significant. After the optimized model is 
obtained, the process of applying the BKTM model and predicting students’ situation 
in the mixed teaching mode of College English is summarized as shown in Figure 3.
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Fig. 3. The application of the BKT model and the process of student situation  
prediction of college English mixed teaching model

It can be seen from Figure 3 that the data preprocessing methods are divided into 
simple quantization and decision tree quantization. For knowledge nodes and perfor-
mance nodes, 0 and 1 of simple quantization are used to represent errors and correct-
ness, while for learning behavior, the decision tree algorithm is used to quantify the 
positive impact of learning behavior as one and the negative impact as 0. After intro-
ducing learning parameters and forgetting parameters, the model’s correct and wrong 
answer sequences are obtained, and the Bayesian formula is updated. Students’ correct 
and wrong answer sequences are used for model training, and the best parameters are 
obtained through the maximum expectation algorithm. Finally, the model’s prediction 
results are evaluated using the root mean square error [25].

4	 Performance analysis of Bayesian knowledge tracing model 
applied to students’ learning state prediction

4.1	 Simulation training and optimal parameter solution of Bayesian 
knowledge tracking model

In order to verify the accuracy of the Bayesian knowledge tracking model after intro-
ducing students’ learning behavior parameters and students’ forgetting behavior param-
eters in the prediction of students’ learning state, the available data sets bridge to algebra 
and school data with the effect provided by the online teaching platform of assistants 
are used to simulate and train the model. The data processing and picture drawing 
tools used in this experiment are EXCEL table and VISIO2016 software respectively. 
The basic parameters of the two public datasets are shown in Table 1.
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Table 1. Expose the parameters of the bridge to algebra and school data with effect

Data Set Total Data 
(Thousand)

Number of Valid 
Samples (Thousand)

Number of Initial 
Data Items

Number of Valid 
Data Items

Bridge to Algebra 813.6 321.0 19 7

School Data with Affect 1048.6 449.9 35 8

In the above two data sets, the valid data items in bridge to algebra include seven 
kinds of valid data items: line number, student D, knowledge chapter, question name, 
correct or wrong answer, and knowledge investigated by the question, while the school 
data with effect data set includes eight kinds of valid data items: answer time, request 
prompt, student ID, knowledge chapter, question name, correct or wrong answer, and 
knowledge investigated by the question. As the classification of the bridge to algebra’s 
professional knowledge is not as straightforward as that of school data with effect, the 
best parameters of the model are first calculated by using the school data with effect 
data set training and the maximum expectation algorithm. MATLAB completes the 
simulation training, and the maximum number of training is 600. Then the likelihood 
changes of the five probability parameters are shown in Figure 4.
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Fig. 4. Likelihood variation of probability parameters in BKTM and BF-BKTM algorithms

As seen from Figure 4, when the number of iterations of the BF-BKTM model 
with learning behavior and forgetting behavior is close to 120, the likelihood prob-
ability tends to be flat, indicating that the maximum likelihood probability has been 
reached. In contrast, when the number of iterations of the non-optimized BKTM 
model is close to 40, the likelihood probability tends to be flat, indicating that the 
maximum likelihood probability has been reached. Compared with the iterative train-
ing effect of the traditional BKTM model and the BF-BKTM model in the data set 
school data with effect, it is evident that the optimized model has higher accuracy 
in the prediction of answer performance. The best parameters of the model calcu-
lated according to the training optimization model and the maximum expectation 
algorithm are shown in Table 2.
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Table 2. Optimal probability parameters of BF-BKTM

Probability  
Parameter P(K) P(T) P(R) P(W) P(F)

Initial value 0–0.999 0–0.999 0–0.500 0–0.500 0–0.999

Optimum parameters 0.594 0.327 0.266 0.317 0.616

In Table 2, P(K) represents the probability of mastering knowledge nodes, P(T) 
represents the learning transfer probability of students, P(W) represents the correct rate 
of guessing and answering behavior without mastering knowledge points, P(R) rep-
resents the wrong rate of answering behavior after mastering knowledge points, and 
P(F) represents the probability of forgetting knowledge points of students. The purpose 
of setting the initial values of guess probability and error probability to 0–0.5 is to 
reduce the degradation of the model. In order to verify the validity of the correlation 
application between the answer performance samples in the data set and the model, the 
data set school data with effect is processed in segments, and 50 points are randomly 
selected from the data samples that have not entered the training simulation for model 
prediction. The ratio of the actual probability to the prediction probability of the model 
is taken as the prediction accuracy. If the ratio is close to 1 in a month, the higher 
the model’s prediction accuracy is, and the prediction accuracy of the three algorithm 
models is shown in Figure 5.
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In Figure 5, BKTM represents the initial model, B-BKTM represents the model 
after introducing students’ learning behavior, and BF-BKTM represents the Bayesian 
knowledge tracking model with students’ learning and forgetting behavior. As can be 
seen from Figure 5, BF-BKTM has the most stable and accurate prediction results 
among the three algorithms. Among the prediction results of 50 test samples, the aver-
age prediction accuracy of the three models from high to low is 88.7%, 73.5%, and 
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64.9%, corresponding to BF-BKTM, B-BKTM, and BKTM, respectively. Experiments 
show that BF-BKTM, which introduces learning and forgetting behavior, has the 
highest accuracy in predicting students’ answer performance. Similarly, the bridge to 
algebra dataset is processed in sections, 50 answer samples are randomly selected, and 
the test samples of the school data with effect dataset remain unchanged. Finally, the 
root mean square error of the three algorithm models is calculated, and the results are 
shown in Figure 6.
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Fig. 6. Prediction root mean square error of different algorithms in two data sets

Figure 6, a represents the school data with the effect dataset, and B represents the 
bridge to algebra dataset. As seen from Figure 6, the root means the square error of 
the three algorithm models in the school data with effect dataset is smaller than that in  
the bridge to algebra dataset. At the same time, the root means a square error of 
BF-BKTM with learning behavior, and forgetting behavior is the lowest in the three 
models. In dataset a, the RMSE of BF-BKTM is 0.3977, while in dataset B, the RMSE is 
0.4025. Simulation results show that BF-BKTM with learning and forgetting behavior 
has the highest accuracy in predicting students’ learning state.

4.2	 Performance analysis of Bayesian knowledge tracing model applied  
to mixed mode courses in Colleges and Universities

The subjects of this study were 61 students in four homogeneous classes of soph-
omores in an undergraduate university, including 11 boys and 17 girls in class A, 
a total of 28; In class B, there are 12 boys and 20 girls of 32. By investigating the 
College English Teaching Indicators and the questions involved in the English profi-
ciency test, the study designed 50 questions covering four English abilities: listening 
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comprehension, reading comprehension, grammar, and translation. The test questions 
are multiple-choice questions and blank filling questions. The correct and wrong 
answers are simple quantized bits 1 and 0. The parameters of students’ learning status 
test papers are shown in Table 3.

Table 3. Content and score of test paper

Test Items Question Type Question Quantity Fraction

Listening comprehension Multiple choice 15 30

Reading comprehension Multiple choice/Completion 15 30

Grammar Multiple choice/Completion 10 20

Translate Completion 10 20

Number the four knowledge types in the table, set listening comprehension as 
knowledge K1, reading comprehension as knowledge K2, grammar as knowledge K3, 
and translation as knowledge K4. The answer time of the test paper is 60 minutes. 
The test scores of the two classes are shown in Figure 7.
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As seen in Figure 7, most students’ scores in classes A and B are distributed in the 
range of 70–95. A. B. In the two classes, the number of students with a score below 
60 is 5 and 4, respectively. The number of people with a 60–80 is 5 and 8, respec-
tively, and those with a score higher than 80 are 18 and 20, respectively. The Bayesian 
knowledge tracking model constructed by the research is used to analyze the students’ 
answer data, and the knowledge mastery of 60 students is obtained. If the probability of 
mastering the obtained knowledge points is less than 0.5, it will be regarded as not mas-
tering; 0.5–0.9 means a good mastery, and more than 0.9 means an excellent mastery.  
The overall 60 students’ mastery of the four knowledge points is shown in Figure 8.
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Fig. 8. The mastery of the four knowledge points by all students in the two classes

It can be seen from Figure 8 that all 60 students in the two classes have the highest 
mastery of the four knowledge points in the reading test. Through the Bayesian knowledge 
tracking model, students’ average probability of mastering knowledge points is 0.76 for 
listening comprehension (K1), 0.88 for reading comprehension (K2), 0.68 for gram-
mar knowledge points (K3), and 0.77 for translation knowledge points (K4). There are 
seven students whose listening comprehension (K1) Mastery probability is below 0.5, 
48 students with a good mastery degree, and five whose listening comprehension (K1) 
Mastery probability is above 0.9. There are 0 students whose reading comprehension 
(K2) Mastery probability is below 0.5, 30 students whose mastery probability is within 
the range of 0.5–0.9, and the other 30 students’ mastery probability is above 0.9. There 
are three students whose probability of mastering grammar knowledge points (K3) is 
less than 0.5, 56 students who master grammar well, and one student whose probability 
of mastering grammar knowledge points (K3) is more than 0.9. There are four stu-
dents whose mastery probability of translation knowledge points (K4) is below 0.5, 53 
students whose mastery probability is within the range of 0.5–0.9, and the other three 
students’ mastery probability is above 0.9. Finally, by comparing the probability of 
knowledge points predicted by the model with the probability of actual answer perfor-
mance, the accuracy of the Bayesian knowledge tracking model with learning behavior 
and forgetting behavior is verified. The comparison between the predicted and actual 
results of the two classes is shown in Figure 9.
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Fig. 9. Comparison between the predicted results of the two classes and the actual situation

It can be seen from Figure 9 that there is a small gap between the model prediction 
and the actual probability of mastering the four types of knowledge points of students 
in classes A and B. In class A, the error of listening comprehension mastery probabil-
ity is 7%, and the error of reading comprehension mastery probability is 4%. In class 
A, the probability error of mastering grammar knowledge points is the largest, with 
a value of 11%; However, the error of mastering translation knowledge points is the 
smallest, which is 2%. In the prediction of class B, the probability error of listening 
comprehension and reading comprehension is 7%. In comparison, the maximum error 
is 8% in the probability of mastering grammar knowledge points, and the minimum 
error is 5% in the probability of mastering translation knowledge points. The overall 
error comparison data shows that the error of the four knowledge points of 60 students 
in the two classes is about 7%, and the maximum error is 11%. The experimental results 
show that the accuracy performance of the knowledge point mastery probability pre-
dicted by the model is high.

5	 Conclusion

In order to solve the problem of teachers’ low mastery of students’ learning in the 
mixed teaching mode of College English, this paper studies the optimization of BKTM 
by using students’ learning behavior and forgetting behavior and carries out the sim-
ulation training and practical application of the model. In the sample test of school 
data with effect dataset, the average prediction accuracy of BF-BKTM, B-BKTM, and 
BKTM is 88.7%, 73.5%, and 64.9% from high to low; The root mean square errors 
were 0.3977, 0.4189 and 0.4316 respectively. In the practical application of the two 
experimental classes, the average probabilities of students’ mastery of knowledge 
points in the Bayesian knowledge tracking model are listening comprehension (K1) 
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0.76, reading comprehension (K2) 0.88, grammar knowledge points (K3) 0.68, and 
translation knowledge points (K4) 0.77; The error between the predicted probability and 
the actual probability of the two classes is about 7%, and the maximum error is 11%. 
Experiments show that BF-BKTM, which introduces learning and forgetting behavior, 
has high accuracy and robustness in predicting students’ learning status and answer 
performance. The deficiency of this experiment is that the total number of students 
applying the experiment is 60, and the sample situation is not enough to replace the 
learning situation of all students.
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