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Abstract—The classification and sharing of online course teaching cases 
based on students’ individual learning needs can help teachers save time and cost 
in preparation of lessons and enrich their teaching content, and what is more, 
it is in line with the digitalization trend of the modern data-driven education. 
Currently, there has been few research on the combination of new information 
technology with teaching case classification, and the research is not adequate 
on the existing algorithms for classification of online course teaching cases. 
Therefore, this paper takes the teaching cases of online open courses of finance 
as the object, and studies the classification method for online course teaching 
cases based on an improved clustering method. First, the text clustering prob-
lem of finance teaching cases was described, and the conversion process of the 
abstracts of the case text and the evaluation method for the importance of words 
to teaching cases were given. Then, the key sentences were extracted from the 
text of the finance teaching cases, and the related algorithm was introduced. After 
that, the clustering flow chart for long texts of finance teaching cases was shown, 
and the principle of the combined clustering algorithm for finance teaching cases 
with uneven distribution of long texts and short texts was described in detail. 
The experimental results verified the effectiveness of the proposed algorithm.

Keywords—cluster analysis, online course, teaching case, text classification

1 Introduction

With the update of technologies like cloud computing and artificial intelligence and 
the vigorous development of online open courses, teaching cases have become the core 
of online learning resources, and with the continuous updating of new platform learn-
ing resource combinations and configuration models, the classification and sharing of 
online course teaching cases are also developing [1–9]. The digital network environ-
ment where online open courses are taught and the wide application of student portrait 
analysis systems in distance education [10–14] are the foundation and support for the 
breakthroughs and innovations in the classification and sharing of online course teach-
ing cases for students’ individual learning needs. Through classification and sharing of 
online course teaching cases, teachers can save time and cost in preparation of lessons 
and enrich their teaching content. This is in line with the digitalization trend of the 
modern data-driven education [15–23].
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Yang et al. [24] used the virtual ideal sequence construction for case text classifi-
cation, and built a grey relational model based on information diffusion to avoid rank 
reversal when the decision-making information available is insufficient or the decision 
object changes. The results show that the grey relational model based on information 
diffusion and virtual ideal sequence can effectively avoid rank reversal. Liang et al. 
[25] takes the objective data at the Department of Computer Technology and Applica-
tion, Qinghai University as an example, and proposed two effective classification meth-
ods: Convolutional Neural Network (CNN) and Stacked Bidirectional Long Short Term 
Memory (LSTM), and then conducted sentiment value calculation, descriptive analysis 
and feature analysis based on classification, and further dug the basic information con-
tained in the text teaching evaluation. The experimental results showed that the average 
classification accuracy of this method could reach 98%, which effectively solved the 
problems of text classification and application in teaching evaluation. The method has 
been applied in the actual teaching improvement by the Department of Computer Tech-
nology and Application, Qinghai University, and its effectiveness further proved the 
advanced nature of the method. When English teaching text is regarded as an ontology, 
how to describe its attributes effectively is a problem. However, currently there is not 
enough research on the automatic extraction of English teaching text labels. Li [26] 
proposed that intelligent English teaching has become an inevitable trend in the devel-
opment of English teaching models in the future, so it is necessary to apply the intelli-
gent text recognition technology. Based on the support vector machine, this study used 
a convolutional neural network algorithm to effectively classify English teaching text.

Through review of the existing research results, it can be found that, thanks to the 
continuous exploration and practice of scholars at home and abroad, there have been 
many studies on the innovation and optimization of teaching case analysis, design, 
and database construction. However, few has been done on the combination of new 
information technology with teaching case classification, and the research is not ade-
quate on the existing algorithms for classification of online course teaching cases. 
Therefore, this paper takes the teaching cases of online open courses of finance as the 
object, and studies the classification method for online course teaching cases based 
on an improved clustering method. Section 2 describes the text clustering problem of 
finance teaching cases, and gives the conversion process of the abstracts of the case 
text and the evaluation method for the importance of words to teaching cases. Section 3 
completes the extraction of key sentences from the text of the finance teaching cases, 
and introduces the related algorithm. Section 4 gives the clustering flow chart for 
long texts of finance teaching cases, and describes in detail the combined clustering 
algorithm for finance teaching cases with uneven distribution of long texts and short 
texts. The experimental results verified the effectiveness of the proposed algorithm.

2 Description of the teaching case classification problem

There is massive amount of text information of finance-related teaching cases avail-
able on the existing online platforms. Such information is usually unlabeled, and the 
process of labeling it by category is the text clustering of finance teaching cases. For the 
clustering of long text of finance teaching cases, due to the large number of words con-
tained in the text of each case, which makes it difficult to effectively extract features, 

88 http://www.i-jet.org



Paper—Classification of Online Course Teaching Cases Based on an Improved Clustering Method

a long text clustering algorithm was introduced for classification of finance teaching 
cases.

Fig. 1. Conversion process of teaching case text abstracts 

With the development of online open courses and the continuous growth of digi-
tal online learning resources, the text data of finance teaching cases are booming. In 
order to achieve effective classification, it is necessary to convert the content of finance 
teaching cases into abstracts. Figure 1 shows the process of how to convert the text of 
teaching cases into abstracts.

The features of text are the key to distinguishing the text of finance teaching cases. 
At present, the commonly used feature extraction method is to perform word segmen-
tation and word frequency statistics of the finance teaching case text. Before sentences 
were formed, this paper firstly conducted term frequency – inverse document frequency 
to achieve information retrieval and text mining of finance teaching case text, that is, 
to evaluate the importance of words to teaching cases. Assuming that the number of 
times a word appears in the finance teaching case document ej is represented by mi, j, the 
calculation formula of the word frequency is expressed as follows:

 tf
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The denominator of the above equation is the sum of the number of times each of the 
words has appeared in ej. Suppose the total number of finance teaching case documents 
in the corpus is represented by |E|, and that the number of finance teaching case docu-
ments containing the word oi by |{ j:oi∈ej}|, then the formula for calculating the inverse 
document frequency is as follows:
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If the word is not in the corpus, the denominator of the inverse document frequency 
calculation formula is 0, and |{ j:oi∈ej}|+1 can be used. The high-weight term 
frequency – inverse document frequency is generated based on two frequencies – high 
word frequency and low document frequency. The former is for finance teaching case 
documents, and the latter is for all teaching case documents containing the word. The 
calculation formula is expressed as follows:

 TF IDF tf idfij i� � *  (3)

3 Extraction of key sentences from the text of teaching cases

The curse of dimensionality and the similarity of words are the common problems 
in the extraction of text features of finance teaching cases. In order to solve these prob-
lems, this paper firstly constructed the corresponding word vectors for the finance 
teaching case text based on Word2Vec.

In order to make the constructed algorithm better understand the text language, this 
paper vectorized the natural language of the finance teaching case text, and adopted the 
continuous bag of words model with three layers – input layer, projection layer and out-
put layer. Suppose there is finance teaching case text (FTtext(q), q), where q is a word 
in the text, and FTtext(q) consists of a total of 2d words before and after the word q.

Assuming that the length of the word vector is represented by n, the word vectors 
containing the 2d words in FTtext(q) in the input layer of the continuous bag of words 
model satisfy u(FTtext(q)1), u(FTtext(q)2), ..., u(FTtext(q)2d) ∈ Rn. 

The projection layer of the continuous bag of words model stacks the 2d vectors, that 
is, aq = Σ 2d

i=1u(FTtext(q)1) ∈ Rn.
Output layer: the output layer corresponds to a binary tree where leaf nodes are 

words that have appeared in the corpus, and a weight is the number of times each word 
appears in the corpus.

For a set R containing N finance teaching case documents, where Ri(i = 1, 2, …, M ), 
perform preprocessing of the finance teaching case text set R. If the text of the finance 
teaching cases is Chinese, use the word segmentation tool Jieba to complete word 
segmentation, and if it is written in English, use the tool NLTK to achieve word seg-
mentation. After the word segmentation is completed, the finance teaching case text 
set is represented by RNew. By training of RNew through the continuous bag of words 
model, the N-dimensional word vector Q corresponding to each word in each finance 
teaching case document can be obtained, that is, Q = (u1, u2, …, uN). After collection, a 
complete set of word vectors of the finance teaching case text can be obtained, which 
is represented by RTO.

A piece of finance teaching case text R1 containing O sentences can be equiva-
lent to a graph with O nodes. Let the word vector of each word be represented by 
Q = (u1, u2, …, uN), and the sentence RO by RO = {(Q1, Q2, …, Qm), m = L(RO)}. Sup-
pose the finance teaching case text has two sentences ROi and ROj, where the sentence 
ROi = {(Q i1, Q i2, …, Q im), m = L(ROi)}, and ROj = {(Q j1, Q j2, …, Q jn), m = L(ROj)}. The 
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single sentence vector of ROi is denoted by Q im, and that of ROj by Q jn, and the word 
similarity threshold by ῶ. If the similarity between the word Q im in the sentence ROi and 
the word Q jn in ROj is greater than ῶ, then introduce Q im and Q jm into the intersection set 
Φ(ROi, ROj), and there is:

 �( , ) { , | & & ( , ) }RO RO Q Q Q RO Q RO sim Q Qi j m
i

n
j

m
i

i n
j

j m
i

n
j� � � � �  (4)

Suppose the length of the sentence set in ROi is denoted by m, and that the length 
of the sentence set in ROj by n. In this paper, the intersection of ROi and ROj is divided 
by (m + n) to calculate the sentence similarity of the finance teaching case text. The 
formula is as follows:

 SIM RO RO
RO RO
m ni j
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( , )
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 (5)

It is assumed that the set of nodes linked with ROi is denoted by PN(ROi), that the 
set of nodes linked with ROj by PN(ROj), that the similarity between ROi and ROj by 
SIM(ROi, ROj), and that the damping factor by e. The score calculation formula of node 
ROi is expressed as follows:
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SIM RO RO
QR ROi

i j
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After several iterations of the nodes, the QR value will tend to be stable. Sort all QR 
values from high to low to obtain the candidate ranking CR. Nodes corresponding to 
high QR values are more important, while those corresponding to low QR values are 
less important.

The length of the finance teaching case document CR in the candidate ranking is 
represented by O, the extraction ratio σ, and the threshold of the sentence length HJ. If 
the number of sentences in the finance teaching case document is small, O is smaller 
than HJ, and the original financial teaching case document is retained. Otherwise, the 
original teaching case document is segmented. The following formula expresses the 
key sentence KRO in the finance teaching case document:

 KRO
CR O if O HJ
CR if O HJnew

     
                  

�
�
�

�
�

[: * ] ( )
( )

�

��
 (7)

The new finance teaching case document composed of key sentences is represented 
by KROnew, and the segmentation ratio s. The larger the value of s is, the closer KROnew 
is to CR; and the smaller the value of s is, the greater the difference is between KROnew 
and CR.

iJET ‒ Vol. 17, No. 24, 2022 91



Paper—Classification of Online Course Teaching Cases Based on an Improved Clustering Method

4 Clustering analysis of teaching case text

Fig. 2. Clustering flow chart of long text of finance teaching case documents

Some finance teaching case documents have long text. Figure 2 shows the clustering 
flow chart of long finance teaching case text. The algorithm firstly mines the text of the 
original finance teaching case based on Word2ve to obtain the finance teaching case text 
set KRO with key features, and then randomly assigns KRO to L clusters. Let the cluster 
label of each finance teaching case document be denoted as D, the number of teaching 
case documents in category D as nD, the number of words in category D as mD, and the 
number of times the word Q appears in category D as mQ

D. 
Set the number of iterations X. After each iteration, calculate the probability that 

each teaching case document e falls within each category based on the Dirichlet mixed 
polynomial model, and reassign the finance teaching case document e to the category 
with the highest probability. At the same time, update and save the information includ-
ing D, nD, mD and mQ

D. After the iteration is over, eliminate the categories with 0 finance 
teaching case document, and retain the categories with non-zero documents.

For the finance teaching case text set with uneven distribution of long text and short 
text, in order to improve the accuracy of the clustering algorithm, this paper further 
optimized the K-means clustering algorithm which is of good accuracy and high com-
putational efficiency. The optimized algorithm can calculate the similarity between 
finance teaching case text based on the relationship between the entities in finance 
teaching case text and their information, which effectively improves the clustering 
effect of finance teaching case text.

In the K-means algorithm, suppose that the number of clusters of finance teaching 
case documents is D, that the i-th cluster ei, and that its center ni, and that the set of 
clusters E = {ei}(i = 1, …, D), then there is:

 n
e

ai
i

j
a ej i

�
�
�1  (8)
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The purpose of clustering finance teaching case text is to minimize the sum of the 
distances between the center ni of each cluster and all nodes in the cluster. The follow-
ing formula defines the sum of distances: 

 SK e DIS a ei j i
a ej i

( ) ( , )�
�
�  (9)

For clustering of finance teaching case text, the distance of nodes is characterized in 
this paper based on the cosine similarity CosS.

 DIS a e a ej i j i( , ) ,� �1 CosS ( )  (10)

Fig. 3. Flow chart of the combined clustering algorithm

As there is a huge volume of finance teaching case text, it is a question as how to 
cluster similar text to achieve further acquisition of effective case text information. If 
the source, title, and keywords of the finance teaching case text are the same but the 
meanings are different, this will affect the quality of text clustering. This paper com-
bined the meta-path with the K-means algorithm. Figure 3 shows the flow chart of the 
combined clustering algorithm. The following section takes a one-way meta-path of 
“keyword-text source” for illustration, where the path is represented by XU.

Assuming there are M keywords, and that the corresponding keyword set is rep-
resented by X = {x1, x2, …, xM}, that the number of paths XU is represented by N, and 
that the value of each path corresponding to each keyword is represented by PA_XU =  
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{xu1:V1, xu2:V2, …, xuM:VM}, then the sum of squares of the path corresponding to each 
keyword can be calculated by the following formula:

 x PA XU x u l Ml l n
n

N
2 2

1

1� � �
�
� ( ) ( [ , ])_  (11)

Based on all the calculation results calculated by the above formula, the sum of the 
squares of the paths corresponding to all keywords can be further obtained, which is 
expressed as X 2 = {x2

1, x
2
2, …, x2

M}.
Suppose that there is a target keyword represented by TK_X, and that a certain key-

word is represented by x1, in order to calculate the similarity between the target keyword 
and the keyword x1, first calculate the correlation between TK_X and the keyword x1 on 
the path XU. The set of TK_X-related text sources and the number of their appearances 
calculated through the meta-paths XU is defined as TK_U = {u1:V1, u2:V2, …, uK: VL}, 
and the set of x1-related text sources and the number of their appearances is denoted 
as x1u = {u1:V1, u2:V2, …, uZ: VZ}, where the number of meta-paths associated with  
TK_X is denoted as K and that associated with x1 as Z. Suppose that the text source 
set of the intersection of TK_X and x1 meta-paths is NU = {TK_U.K()∩x1u.K()}, the  
following formula shows how to calculate the correlation between TK_X and x1:

 D TK X x TK U u x u u u NU
u

NU L

( , ) * . * , ( )
.

_ _1 1
1

2� �
�
�  (12)

The number of meta-paths through which the keyword TK_X is correlated to the 
text source u is represented by TK_U.u, and that through which the keyword x1 is cor-
related to the text source u by x1u.u. After the correlations of the two keywords through 
the paths XU are obtained, the similarity between the corresponding keywords can be 
calculated as follows:

 R TK x
D TK X x
TK X x

TK X X x X( , )
( , )

( & & )_
_

_
_X 1

1
2

1
2

2
1

2�
�

� �  (13)

The correlation between the two keywords is represented by D(TK_X, x1), and 
the sums of the squares of the paths are represented by TK_X 2 and x2

1. The closer the 
calculated value of R(TK_X, x1) is to 1, the higher the similarity is between TK_X 
and x1; and the closer the calculated value is to 0, the lower the similarity is between  
TK_X and x1. Figure 4 is a schematic diagram of the similarity clustering result under 
uneven distribution of text lengths.
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Fig. 4. Schematic diagram of the similarity clustering result under uneven  
distribution of text lengths 

5 Experimental results and analysis

Table 1. Effects of the number of clusters on the clustering performance

Number of 
Clusters

Indicators

Duration of 
Training by the 

Algorithm

Duration of 
Key Sentence 

Extraction 

Duration of 
Clustering by the 

Algorithm

Average Distance 
between Centroids 

within a Cluster

50 480 109 1.5 8.59

100 480 109 2.6 6.24

150 480 109 2.4 4.27

200 480 109 3.1 3.15

250 480 109 4.9 2.59

300 480 109 4.2 1.58

350 480 109 6.7 1.36

400 480 109 7.1 1.13

450 480 109 11.3 0.75

500 480 109 9.6 0.59

In this paper, the number of clusters was adjusted from 50 to 500. Table 1 shows the 
text classification result of finance teaching cases under different numbers of clusters. 
The evaluation indicators for the classification result include duration of training by the 
algorithm, duration of key sentence extraction, duration of clustering by the algorithm 
and average distance between centroids within a cluster. It can be seen from the table 
that the number of clusters had little effect on the duration of training by the algorithm 
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and the duration of key sentence extraction, while with the increase of the number of 
clusters, the duration of clustering by the algorithm increased, and the average distance 
between centroids within the cluster decreased.

In order to verify the effectiveness of the proposed long text clustering algorithm for 
finance teaching cases, comparative experiments were conducted on different data sets. 
The effectiveness of the algorithm was evaluated by four indicators of text clustering 
quality of finance teaching cases – homogeneity, completeness, adaptability and nor-
malized mutual information.

Fig. 5. Effects of the extraction ratio σ on the clustering performance

Fig. 6. Comparison of the classification performance of different clustering algorithms
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Figure 5 shows the effects of the extraction ratio σ on the classification performance. It 
can be seen that with the increase of the σ value, the scores of the four evaluation indicators 
– homogeneity, completeness, adaptability and normalized mutual information –  
of the proposed clustering algorithm also gradually increased, that is, the classification 
performance gradually became better. However, when the value of the parameter σ was 
greater than 0.9, the four evaluation indicators gradually decreased with the increase 
of the σ value, indicating that the classification performance was getting worse. From 
the above analysis, it can be seen that, when σ = 0.9, the proposed clustering algorithm 
eliminates the interference information and achieves the optimal clustering quality.

Next, the classification performance of different clustering algorithms were com-
pared. The algorithms involved in the comparison included K-means, DBSCAN, DEC 
and SDCN. It can be seen from the Figure 6 that the K-means algorithm (in compari-
son 1) had poor classification performance compared with the other algorithms, as the 
homogeneity, completeness, adaptability and normalized mutual information were all 
the lowest. The proposed algorithm and SDCN (in comparison 4) had little difference 
in the values of the four indicators, with the proposed algorithm having only a slight 
advantage over SDCN. The proposed algorithm also achieved the best clustering qual-
ity among all the algorithms, which verified that the proposed algorithm is more suit-
able for clustering long text of finance teaching cases. 

Table 2. Comparison of the classification accuracy of different clustering algorithms

Algorithm Text set No. ACC NMI ARI F1

Kmeans
1 0.5273 0.4285 0.2473 0.4857

2 0.4719 0.2615 0.1527 0.3629

DBSCAN
1 0.7583 0.4362 0.4369 0.6857

2 0.6295 0.4817 0.4274 0.5328

DEC
1 0.7518 0.5629 0.5182 0.6152

2 0.6352 0.4352 0.4362 0.5749

SDCN
1 0.7154 0.5174 0.5748 0.6352

2 0.6295 0.4658 0.4369 0.5284

Proposed algorithm
1 0.7982 0.5784 0.5971 0.7746

2 0.8027 0.5932 0.6143 0.7341

Table 3. Classification accuracy for different types of teaching case text

Category No. ACC NMI ARI F1

1 0.7251 0.8492 0.7168 0.8237

2 0.7819 0.7434 0.7042 0.8629

3 0.7263 0.7026 0.7605 0.8547

4 0.8451 0.7519 0.7251 0.8232

5 0.8529 0.7324 0.7638 0.8851

6 0.9264 0.8348 0.9611 0.9162
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Table 2 compares the classification accuracy of different clustering algorithms, 
which was evaluated by four indicators – ACC, NMI, ARI, and Fl. It can be seen from 
the table that the proposed algorithm could handle text sets from different sources, 
and achieved the highest scores on the four indicators. Table 3 shows the classification 
accuracy of the proposed algorithm for 6 different types of finance teaching case text, 
including cases of financial risk, financial strategy, financial management, financial law, 
financial relations handling, and financial activity organization. It can be seen that the 
scores of the four indicators achieved by the proposed algorithm were all greater than 
0.7 for 6 different types of finance teaching case text, which was satisfactory.

6 Conclusions

This paper took the teaching cases of online open courses of finance as the object, 
and studied the classification method for online course teaching cases based on an 
improved clustering method. First, the text clustering problem of finance teaching cases 
was described, and the conversion process of the abstracts of the case text and the 
evaluation method for the importance of words to teaching cases were given. Then, 
the key sentences were extracted from the text of the finance teaching cases, and the 
related algorithm was introduced. After that, the clustering flow chart for long texts 
of finance teaching cases was shown, and the principle of the combined clustering 
algorithm for finance teaching cases with uneven distribution of long texts and short 
texts was described in detail. Through experiments, the classification performance of 
finance teaching case text under different numbers of clusters was shown. Comparative 
experiments were also carried out on different datasets to verify the effectiveness of 
the proposed algorithm for clustering long text of finance teaching cases. The classi-
fication performance and accuracy of different clustering algorithms were compared, 
and the classification accuracy of the proposed algorithm with respect to different types 
of teaching case text was presented, which verified the effectiveness of the proposed 
algorithm.
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