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Abstract—We present a framework that estimates students’ exam perfor-
mance in the context of mathematics lectures. For the prediction, we apply a 
multi-variate nonlinear regression implemented in MATLAB based on the results 
of five tests acting as independent data. The electronic tests were implemented 
by means of online assessment system STACK. The tests cover all major topics 
and are evenly distributed throughout the lecture period. The performance of the 
approach is quantitatively tested on student groups. In the future, the insights 
gained in this way will serve as a starting point for prespective analytics.

Keywords—STACK, online assessment, learning analytics,  
predictive analytics, multivariate nonlinear regression

1 Introduction

In the initial study period, some of the undergraduates have difficulty adjusting from 
the school system to the university system. This is reflected in particular in the exam-
inations which take place after the lecture period. From our point of view, however, the 
learning assessment as well as the feedback on the learning processes need to be per-
formed at an earlier time. Therefore, we have introduced voluntary tests in the winter 
semester 2018/19 in the mathematics lecture in the 1st semester, with which students 
can achieve a 10% bonus to the exam grade. In order to keep the effort for the imple-
mentation and assessment of the tests low, we implemented them in STACK – one of 
the world-leading open-source online assessment system for mathematics and STEM 
fields, i.e. Science, Technology, Engineering and Mathematics. STACK is available as 
a plugin which includes a question type for the Moodle Virtual Learning Environment 
and also as a question type for the ILIAS system. It can be used in other systems via the 
Learning Tools Interoperability protocol, as stated in [8], [10]. STACK owes its analyt-
ical capability to the computer algebra kernel MAXIMA [1], [4]. We use the electronic 
tests set up in sense of learning analytics, see e.g. [2], not only to assess the current 
learning status of students, but also to estimate students’ exam performance in advance. 
For this purpose, we set up a nonlinear multivariate model using the data collected 
in the winter semester 2020/21 (134 students) by means of the MATLAB program-
ming environment, see [6], and tested it on the 87 exam takers of the winter semester 
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2021/22. A prediction tool, such as one based on neural networks, see e.g. [12], would 
not be appropriate for our case because we have a relatively small amount of data and 
aimed for an easy-to-use system.

2 Data sets and the regression model

The learning setting consists of 5 online tests, each composed of about 10 tasks 
that are significant for the learning processes and focus on procedural knowledge, see  
e.g. [7]. For each test, 20 scores can be achieved, for a total of 100 scores. 100 variants 
of each test have been generated using STACK, so that every student receives an indi-
vidual test that may be worked on at home. The tests take place every two weeks and 
the processing time is also two weeks.

Fig. 1. Scatter plot matrix for the scores of the 5 tests carried out in winter semester 2020/21; 
The statistical emphasis of the respective scatter plot is marked in black
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We set the evaluation scores of the five tests of 134 students, cf. a corresponding 
scatterplot matrix in Figure 1, to a data vector 


X ∈  [0, …, 20]5 that acts as an indepen-

dent variable of the nonlinear multivariate regression function R X Y( )


=  to be deter-
mined. Here, Y ∈ [0, …, 60] is the student’s exam score to be estimated, i.e., a maximum 
of 60 scores can be achieved in the exam. We predefine the regression function as a 
2nd degree polynomial with the variables X1, X2,…, X5. This results in a polynomial 
with 21 summands. We determine its coefficients from the data of the 134 students 
from the winter semester 2020/21, i.e., the tests and the exam results were applied. For 
the software implementation of the approach we use the programming environment 
MATLAB and in particular the MATLAB-function “regress”, see e.g. [9]. Due to the 
high dimension of the independent variable 


X  the graph of the polynomial cannot be 

fully represented. However, if one restricts the polynomial to two variables, e.g. X1 and 
X2, one gets an impression of the calculated regression function, see Figure 2.

Fig. 2. Regression polynomial restricted to the dimensions X1 and X2, see surface plot; scores 
achieved in the test 1, test 2 and exam, see scatter plot

3 Results

We apply the regression function set up above to the tests of the 87 students from 
the winter semester 2021/22 in order to estimate their exam results in advance. The 
residual between the exam result Ye and the estimated exam result R X( )


, i.e. Y R Xe − ( )


 

is shown in Figure 3.
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Fig. 3. Residuals between the exam scores and the estimated exam scores of 87 students

The empirical standard deviation for this data set is s = 8.1 scores and the empirical 
mean is x ≈ 0 . Assuming a normal distribution of the residual with the mean μ = 0 and 
the standard deviation σ = 8.1 the two-sided 50% error band for the exam performance 
to be estimated yields the interval µ µ� � �� � ��� ��z z1 2 1 2 5 5 5 5/ /, . , .� � , see e.g. [3]. This 
means that for half of the students the exam grade can be estimated with a maximum 
deviation of 5.5 scores. Thus, for an exam of 60 scores, the deviation represents less 
than 10% of the maximum exam performance. For the two-sided 75% error band one 
obtains [–9.3, 9.3].

4 Future perspective

The analysis of the data shows that it might be better to divide the students into two 
clusters (sum of the commulative test scores up to 80 and over 80) and set up a regres-
sion model for each cluster individually. Furthermore, we plan to add participation in 
lectures and learning activities (e.g. via login data in Moodle) as additional independent 
variables of the regression. After establishing predictive analytics, we would like to 
expand this tool with the prespective analytics component for better understanding of 
learning processes and to support lecturers with automatic recommendations for appro-
priate interventions and personalized tutoring, see e.g. [5], [11].
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