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Abstract—The aim of this research is to provide a novel educational model 
with the goal of reducing the expenses associated with manual question pro-
duction and meeting the demand for a continual supply of new questions on 
MOOC platforms such as Moodle or Open EDX. We considered integrating 
machine-learning methods with natural language processing in order to increase 
the number and validity of assessing questions. To accomplish this, we devel-
oped a system that generates multilingual questions automatically. Various kinds 
of evaluation were conducted with two factors in mind: evaluating MOOC 
learners’ competency and the similarity of the generated questions to those cre-
ated by humans. The first evaluation is based on subjective judgment by three 
MOOC creators, while the second is based on replies from MOOC participants 
on machine-generated and human-created questions. Both evaluations revealed 
that the machine-generated questions performed on par with the human-created 
questions in terms of evaluating skills and similarity. Moreover, the results 
demonstrate that most of the produced questions (up to 82 percent) enhance 
e-assessment when the new suggested technology is used.

Keywords—MOOC, e-learning, automatic question generation, 
machine learning, multiple choice questions, natural language processing

1 Introduction

Massive Open Online Courses (MOOCs) are becoming increasingly essential in 
attaining the Sustainable Development Goal 4 [1]. MOOCs are free online courses that 
allow for limitless enrollment and unrestricted access over the web. MOOCs provide 
interactive learning resources using videos, quizzes, rapid feedback, and assignments. 
Additionally, they facilitate social engagement through forums, real-time chat, and 
social media. Several institutions have offered MOOCs to their students during the 
COVID-19 epidemic to provide uninterrupted study from home [2].
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MOOC platforms are used by businesses as well as by educational institutions such 
as high schools, universities, and higher education institutes. They are suitable for 
any company that considers the development of its employees to be a priority. These 
learning management systems aim to stimulate, promote, support, and personalize 
human learning and are used in face-to-face or remote interaction situations [3].

Teachers provide educational resources, such as lessons and exercises. These exer-
cises allow the teacher to assess the learners’ level of knowledge acquisition on each 
topic. They also allow learners to self-assess and to check whether they have assimi-
lated a notion that they are supposed to master.

A significant characteristic of conducting a course with many learners is the impos-
sibility of delivering non-automated or peer-reviewed grades and comments. Human 
tutors cannot follow up with each student individually and cannot evaluate and mark 
work in MOOCs, but the architecture must allow large-scale feedback and engage-
ment. To satisfy the needs of many learners, MOOCs use computer-graded assign-
ments. However, computer-based grading is sometimes restricted, unsatisfactory, and 
inadequate, as it does not allow for partial marks or thorough explanations of responses.

Multiple Choice Questions (MCQ) are the most widely used as e-assessment tools. 
Indeed, these questionnaires are made up of items for which the learner is offered a 
choice among pre-established response options. The correction of such questionnaires 
is very simple because it is only a matter of verifying the correspondence between the 
choices selected by the learner and the responses to these items. MCQ correction can 
be automated, which facilitates the assessment of an unlimited number of learners and 
promotes self-assessment of knowledge by these learners [4].

MOOC researchers, at the forefront of a new era of digital education, need to find 
the perfect way to ensure that learners have retained the information. One of the most 
effective ways to achieve this is to offer exams composed of multiple-choice questions 
automatically generated thanks to machine learning. The quiz function found in the 
majority of open-source LMSs is crucial for gauging a student’s mastery of the material 
presented in an online class [5].

These tests allow us to determine whether our teaching methods or the design of 
eLearning courses are effective; in other words, to find out if they offer the best eLearn-
ing experience possible.

Questions are generated from sentences in the multilingual learning text material 
and are classified as either gap-fill or factual. The question remains: what is the optimal 
technique for producing multilingual multiple-choice questions and exporting them to 
multiple MOOC platforms?

The additional value of this research is that it integrates learning theories, pedagog-
ical approaches, and the acquisition of necessary artificial intelligence capabilities by 
offering a pedagogical model capable of automating assessment on MOOC platforms.

The rest of the paper is organized as follows: in the second section, we will dis-
cuss many related studies in the fields of question generating systems, as well as the 
possibility of automatic question system assessment. We will discuss our suggested 
question generating system, its strategy, and capabilities in the third section. The fourth 
section describes the settings and data of conducted experiments. In the fifth section, 
we evaluate our method and compare the generated questions to those generated by 
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other state-of-the-art systems. Additionally, we will compare produced questions to 
human made questions to ascertain the contribution of question generation systems. In 
the last sixth segment, we will draw conclusions and provide some recommendations 
for further study in this field.

2 Related works

Since question generation requires minimal human effort, various approaches have 
been developed in this field. Automatic Question Generation (AQG) research began in 
the 1970’s. Nowadays, AQG is gaining traction because of the growth of MOOCs and 
the widespread adoption of e-learning technologies during the corona virus period.

Liu et al. employed natural language processing techniques to algorithmically gen-
erate test items for both reading and listening cloze items and used a collocation-based 
process to identify distractors [6].

 Aldabe et al. offered an Automatic Question Generator for Basque language test 
questions. The information source for this question generator is linguistically analyzed 
by actual corpora provided in XML mark-up language [7]. Pino et al. proposed a tech-
nique for improving the quality of automatically generated cloze and open cloze ques-
tions used for evaluation in the ill-defined domain of English as a Second Language 
vocabulary learning by the REAP tutoring system [8]. Agarwal & Mannem proposed a 
method for automatically generating gap-fill questions. The algorithm locates informa-
tive phrases in the document and produces gap-fill questions from them by first blank-
ing keys from the sentences and then determining distractors for these keys [9]. Bhatia 
et al. presented an approach for phrase selection using current test items from the web. 
The phrases are chosen based on a pattern derived from previous queries. They also 
presented a new method for producing named entity distractors [10].

 Narendra et al. described a method that, given an English article, creates a set of 
cloze questions. The algorithm is split into three sections: sentence selection, keyword 
selection, and distractor selection [11]. Kumar et al. provide a method that uses machine 
learning and natural language processing to create educationally acceptable gap-fill 
multiple choice questions from educational literature [12]. Majumder & Saha proposed 
a unique method for choosing informative phrases from an input corpus for the creation 
of multiple-choice questions. The system employs a series of pre-processing processes 
such as phrase simplification and co-reference resolution [13]. Shah et al. ranked col-
lected keywords using the Inverse Document Frequency (IDF) metric and generated 
distractors using a Context-Based Similarity method based on Paradigmatic Rela-
tionship discovery approaches. The algorithm is trained using a dataset derived from 
Wikipedia [14]. Satria & Tokunaga gave an in-depth examination of the assessment of 
English pronoun reference questions generated automatically by machines [15].

 Santhanavijayan et al. presented an algorithm for the automated creation of 
multiple-choice questions on any domain provided by the user. Additionally, this algo-
rithm created analogous questions to assess pupils’ linguistic skills [16].

Y. Bachiri & Mouncif developed a technique that automatically creates questions 
from video captions. Each course concludes with an evaluation question, which is often 
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a multiple-choice assessment of the student’s comprehension of the video’s content. 
In terms of evaluating competence and similarity, questions generated by machines 
performed comparably to those generated by humans [17].

Furthermore, there are numerous reviews that discuss various approaches to question 
generation.

Le et al. conducted a study of the state of the art in terms of techniques for build-
ing educational applications that utilize question generating. They found that, while 
there are several ways for automatic question creation, only a few educational sys-
tems utilizing question generation have been created and used in practical classroom 
situations [18].

Divate & Salgaonkar examined many automated question generating systems 
to determine why automated question generation remains appealing to researchers. 
The emphasis is mostly on the work of analyzing and evaluating alternative approaches 
and methodologies [19].

Ch & Saha conducted a comprehensive study of methods for automatically gener-
ating multiple-choice questions. They described a general process for an automated 
multiple-choice question generating system. Six steps comprise the process [20].

Amidei et al. led a review of the assessment methods utilized in AQG. Their research, 
based on a sample of 37 articles, demonstrated that the growth of systems has not been 
followed by parallel development of the techniques used to evaluate them [21].

Kurdi et al. provided an overview of the AQG community and its activities, described 
current trends and advancements in the field, emphasized recent innovations, and rec-
ommended areas for improvement and future possibilities for AQG [22].

Das et al. presented an overview of approaches for automatic question generation 
and evaluation using textual and graphical learning resources. The purpose of this 
study is to gather the most modern methods for producing and analyzing questions 
autonomously [23].

3 Methods: automatic question generation and MOOC 
integration

This section describes our architecture for creating multiple-choice questions and 
details how to implement each phase.

Artificial Intelligence and machine learning algorithms allow our system to produce 
a large number of quality quizzes and assessments in seconds, which are then integrated 
into the MOOC platform.

The general procedure outlined by Ch & Saha [20] is broken into many phases. 
Although the number of phases and the general approach vary significantly amongst 
systems, most systems adhere to a typical workflow.

 As seen in Figure 1, the system is divided into six phases: We will describe each 
aspect of the approaches utilized to create our assessment system in the sections that 
follow:
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Fig. 1. Proposed architecture for automatic question generation

3.1 Pre-processing

Normalization of text refers to the process of converting incoming text to the appro-
priate format and removing superfluous information. Tokenization is the process of 
extracting tokens from text. There are a few notable exceptions to the requirement that 
a token be a single word. The process of lemmatization is the reduction of surface forms 
to their root forms.

 Remove the suffixes. This is a more direct and expedient method than lemmati-
zation. Sentence Segmentation: Separate text into sentences using the characters.,!, 
or? [24]

Text Language Identification is the process of guessing the language of a given text, 
whereas Text Translation is the act of converting a given text to another language. 
Frequently in multilingual MOOCs, we encounter situations where the text’s language 
is unknown, or the language of the provided text document is altered to meet our 
demands.

We used Google Trans, an open-source Python library that provides access to the 
Google Translate API without any restrictions. Methods like detection and translation 
are called via the Google Translate Ajax API. [25].
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3.2 Sentence selection

At times, input text may be overly long, preventing us from highlighting interest-
ing passages. We chose to summarize to retain just the most pertinent sentences [26]. 
We used HOWSUMM, a novel large-scale dataset for the task of query-focused multi 
document summarization [27].

3.3 Key selection

It was necessary to train a binary classification model using one of the popular meth-
ods such as Logistic Regression, k-Nearest Neighbors, Decision Trees, Support Vector 
Machine, or Naive Bayes to determine if a word might be used as a response to our 
generated question [17].

The training data set. The model is trained using the Stanford Question Answering 
Dataset. Around 100,000 questions were produced from Wikipedia articles from the 
SQUAD v1 database [28].

We utilized spacy to describe the characteristics of the words. Once the text has been 
tokenized, we may access characteristics such as part of speech.

We utilized the Quadratic Discriminant Analysis classifier to determine whether a 
word is an answer.

Quadratic Discriminant Analysis. A quadratic decision boundary classifier is con-
structed by fitting class conditional densities to the input and applying Bayes’ rule. 
Discriminant analysis is a term that refers to techniques that may be utilized for clas-
sification as well as dimensionality reduction. Linear discriminant analysis (LDA) is 
extremely popular since it functions as both a classifier and a tool for dimensional-
ity reduction. Quadratic discriminant analysis (QDA) is a variation of linear discrim-
inant analysis (LDA) that enables non-linear data separation. Finally, regularized 
discriminant analysis (RDA) is a hybrid technique that combines the advantages of 
LDA and QDA [29].

3.4 Question formation

There are multiple alternatives for question formation, and we have adopted two 
techniques:

Question phrase type 1 (based on transformers). Using transformers, an attention- 
based model was adopted to generate questions automatically from given sentences and 
the target answer. The model can generate simple questions relating to unseen portions 
and responses averaging eight words in length.

We explored an automated question generating system that employs transformers 
instead of recurrent neural network (RNN). Our objective was to create questions 
using machine learning transformers that train faster and more effectively than RNNs. 
Instructors would benefit from saving time creating quizzes and examinations [30] [31].
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Question phrase type 2 (gap-fill questions). We developed a method for auto-
matically generating gap-fill questions. The algorithm analyzes the content for helpful 
phrases and creates gap-fill questions by first extracting keywords from sentences and 
then looking for distractors for these keywords [32].

Our AQG system in Figure 2 generates the following components: the stem (ques-
tion), a target word which is the key answer, and a reading passage as a summary of the 
text and four distractors.

Fig. 2. AQG sample: generated questions from reading passage
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3.5 Distractor selection

Distractors of excellent quality are a critical component of the item and test devel-
opment process. Multiple-choice questions should include as many options as feasible 
considering the item’s content and the likelihood of distractors. Semantic analysis with 
the Word2vec tool was used [33] [8]. To control the level of question difficulty, distrac-
tors will then be replaced by the most common mistakes committed by students. The AI 
process will be enhanced by human intelligence.

3.6 Post-processing

Finally, post-processing improves the quality of the system generated MCQs, the 
system that produces MCQs may have various errors. These include incorrect punctu-
ation, incorrect question terms, too long stems, numerical compatibility mistakes, and 
bad distractors. The system should reduce these mistakes.

In this phase, the question, the result, and the distractors will be translated again into 
the original language and saved and stored into the database.

Generating MOOC integration files. This system phase attempts to process previ-
ously saved questions and generate the final question list. The system gives the exam-
iner additional features, such as the ability to create a thorough test, generate complete 
questions, and finally export the quiz to multiple MOOC platforms such as Open EDX 
and Moodle.

Open Learning XML. The OLX (open learning XML) standard is the XML-based 
format for creating courses on the edX Platform. It can Transfer material between Open 
edX instances with OLX and create course content outside of edX Studio [34].

Aiken format. The Aiken format is a simple method for creating multiple choice 
questions in a text file in a human-readable format. (The GIFT format offers a greater 
number of options and may be less prone to errors, but it does not appear to be as 
straightforward as AIKEN.) The question must be fully contained on a single line. Each 
response must begin with a capital letter, followed by a period ‘.’ or a bracket ‘)’, and 
lastly by a space. Following that, the answer line must begin with “ANSWER:” and 
conclude with the matching letter [35].
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Here is an illustration of how the two files are generated as shown in Figure 3:

Fig. 3. Exporting the question list to Moodle and open EDX

4 Experiments

4.1 Experiment data

Two chapters from the MOOC “MPPBIE”1 were used to measure acceptability. Each 
chapter is processed to yield two sorts of questions: those generated by the Transformer 
(type 1) and those generated by filling in the gaps (type 2). There were 303 questions 
created from these two units, 194 with the use of the attention-based model and 109 
with the use of the gap-fill method.

4.2 Experiment settings

Experiment 1: expert-based evaluation. All produced questions were randomized 
and split into 3 test groups of around 101 questions each. To assess the performance 

1 The MOOC MPPBIE “IMPLEMENTATION OF A BUSINESS INTELLIGENCE PROJ-
ECT IN A COMPANY” is a course in management of information systems and corporate gov-
ernance, published in the MUN platform Morocco Digital University. https://www.mun.ma/
courses/course-v1:USMS+USMS001+session03/about
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of our system, 3 human instructors are assigned to evaluate the acceptability of gener-
ated questions by determining whether each question phrase is acceptable and picking 
all alternatives that have the potential to persuade the evaluator to choose them as a 
response to the inquiry.

•	 Intolerable, the question is unsuitable for use in a real-world exam. Significant 
changes are required for real-world use.

•	 Tolerable, acceptable but can be improved: the question is acceptable as-is but might 
be enhanced further.

•	 Acceptable, the question can be used without modification in a real test.

Experiment 2: assessing the learner’s competency in a MOOC. To evaluate the 
Django-based system used to power the Open EDX and Moodle platforms, 232 MOOC 
participants completed two quizzes.

In this experiment, we employed two distinct sorts of question sets:

•	 Test 1 has machine-generated questions (MQs) generated using the approach briefly 
explained in the “Automatic question generation” section by randomly picking 20 
produced questions from the 140 already assessed as acceptable.

•	 Test 2 includes 20 human-made questions (HQs) taken from the official MOOC quiz.

5 Results and discussion

The most often used assessment technique is expert-based evaluation in which 
experts are given a sample of produced questions to examine. Given that expert assess-
ment is a regular method for selecting questions for actual examinations, expert ranking 
is considered a reliable proxy for quality. However, it is critical to keep in mind that 
expert assessment gives just preliminary evidence regarding the quality of questions. 
Additionally, as we shall see later, the questions must be presented to a sample of 
students to ascertain their quality (empirical difficulty, discrimination, and reliability).

5.1 Expert-based evaluation

To begin with, invalid questions must be filtered out, and expert review is used to do 
this. Questions that are deemed invalid by experts (e.g., ambiguous, guessable, or not 
needing domain expertise) are filtered away. A well-chosen question set is critical for 
keeping MOOC participants engaged in question assessment motivated and interested 
in addressing these generated questions.

As shown in Table 1, 30% of the problematic generated questions were significantly 
impacted by the generic model’s key selection. The used algorithm has a direct impact 
on teaching and learning results. However, 15% of the errors are grammatical; more-
over, 10% of the errors are due to translation abnormalities, and 16% of the errors 
are due to fluency problems. Additionally, it was observed that some distractors had 
no relationship to the question or the actual response; this might be due to infrequent 
or specific locations in the Synset tree, as well as bad translation utilizing the Google 
Translate API.
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Table 1. Frequency of evaluator observations

Qualitative Observations Evaluator 1 Evaluator 2 Evaluator 3 Total

Correctness problem 5 0 2 7

Translation problem 8 3 5 16

Fluency problem 2 16 8 26

Semantic correctness problem 3 2 3 8

Discriminator quality problem 9 10 14 33

Learning outcome Key selection accuracy 24 8 17 49

Grammatical problem 9 15 0 24

There are 56 question phrases that are considered intolerable by evaluators, which 
is 18% of all the 303 generated questions. From 2 generated question sets, the total 
acceptability rate is 82% and partial is 91% from questions formed by the Transformer 
Model. According to Figure 4, the acceptability rate for type 2 questions (gap-fill 
method) is low at only 64%.

Fig. 4. Expert-based classification of automatically generated questions

The vagueness of expert-based evaluation guidelines is another finding. For example, 
in an examination of reading comprehension questions, experts disagreed on whether 
reading the previous material is necessary to rank the question as excellent quality [36]. 
Researchers have also assessed question acceptability using scales with several catego-
ries (up to 9) but no clear categorization for each category. Zhang & Takuma discovered 
that reviewers use different scales and not all reviewers utilize all scales. We believe 
these two problems contribute to low expert inter-rater agreement [37]. To increase the 
accuracy of expert review data, researchers must clearly define the criteria used to 
assess issues. A pilot test with specialists is also required to validate the instructions and 
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ensure that the instructions and questions are readily understood and comprehended by 
various responders.

5.2 Assessing the learner’s competency in a MOOC

The primary objective of this evaluation is to determine if machine-generated 
questions are capable of accurately measuring MOOC learners’ competency. 
We ask non-English-speaker MOOC participants (on the internet) to complete sets of 
machine-generated and human-created questions and then compare their results on the 
two sets to determine whether there is a correlation between them. We get in Table 2.

Analysis of the data is the act of gathering, summarizing, and analyzing data from 
test taker replies to determine the efficacy of individual question items. The difficulty 
index and discrimination index are two metrics that assist in determining the quality of 
multiple-choice questions used in an exam. Item analysis was conducted on 20 questions 
from both human-created questions (HQs) and machine-generated questions (MQs), 
and the results are summarized as indicated in Table 2.

Table 2. Metrics for comparing machine-generated versus human-created questions

Facility  
Index

Standard 
Deviation

Discrimination 
Index

Discriminative 
Efficiency

Test1 (MQs) 17.00% − 77.53% 37.75% − 50.25% 5.60% − 52.20% 7.37% − 64.98%

Test2 (HQs) 15.31% − 81.63% 36.19% − 50.26% −13.37% − 55.73% −16.65% − 67.62%

The facility index: reflects the ratio of learners who properly answered the ques-
tions. The greater the facility index, the easier it is to answer the question.

Discrimination index: the relationship between a question’s score and the total quiz 
score. That is, if you ask a good question, you expect that the students who correctly 
answer it will also correctly answer the other questions on the quiz. It is desirable to 
have a higher number.

The discrimination efficiency: it is a comparable report that attempts to avoid a 
problem. Questions with a discriminating percentage of ten or less have their question 
text highlighted in red. Discrimination efficiency works best for questions with facility 
indices ranging from 30 to 70. A perfect score is unlikely, although higher scores are 
preferable.

Equations for calculating the facility index (FI) and the discrimination index (DI) 
adapted from Moodle Statistics [38].

We also assess the efficacy of each question item by analyzing test taker replies using 
a statistical technique called item analysis. The item analysis employs two measures. 
One is the difficulty index, which indicates the percentage of test participants who prop-
erly answered the question item. Another indicator is the discrimination index, which 
reveals how effectively each question item may classify test participants according to 
their proficiency. Good question items have a reasonable difficulty index and a high 
discrimination index, indicating that they are neither too easy nor too tough, and are 
capable of discriminating test takers’ ability.
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For all these questions, the Facility index should be about the same. If some ques-
tions had substantially different Facility indices, this indicates that they were either 
significantly easier or significantly more difficult than the rest, implying that not all 
students received equally challenging examinations. The Discrimination index should 
ideally be high for all queries. Any question with a very low Discrimination index indi-
cates that the question failed to differentiate student performance well. Figure 5 show 
that in both cases students have problems to deal with MPPBIE MOOC tests.

Fig. 5. Comparison between statistics of human made quiz vs AQG quiz

We assign the low percentage of question validation through testing with student 
cohorts to the time-consuming nature of these investigations and the ethical concerns 
associated with them. We must take care that these examinations have no impact on 
apprentices’ grades or motives. For instance, MOOCs are built in such a way that any-
body with an internet connection may enroll in courses for little or no cost. The char-
acteristics of students who participate in assessments, such as their educational level 
and prior expertise with the subject being evaluated, are critical for study replication. 
Additionally, the characteristics of the individuals may explain the disparity in diffi-
culty between studies.

Pandraju & Mahalingam provided a single model architecture employing 
“Text-to-Text Transfer Transformer” to generate questions from tables and text 
(T5) [39].

Liu et al. did a semi-automated evaluation of the nearby items’ quality. 66.2 
percent, 69.4 percent, 60.0 percent, and 61.5 percent of accurate phrases were created 
in response to the input request [6]. Aldabe et al. have an accuracy rating of more 
than 80% as determined by experienced language teachers [7]. Five English pro-
fessors evaluated the length, simplicity, and difficulty level of sentences to get 66.3 
percent accuracy [8]. Two biology students evaluated whether evaluation metrics was 
beneficial for learning and answerable. Evaluator-1 obtained 91.66 percent for phrase 
selection, 94.16 percent for key selection, and 60.05 percent for distractor selection, 
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whereas Evaluator-2 obtained 79.16 percent for sentence selection, 84.16 percent for 
key selection, and 67.72 percent for distractor selection [9]. Bhatia et al. assessed by 
five domain experts obtained an average accuracy of 88 percent for distractors and 
79.4 percent for keys [10]. Santhanavijayan et al. obtained an accuracy of 72 percent 
for informative phrases, 77.6 percent for blank generation, and 78.8 percent for distrac-
tor production [16]. Current advancements in pre-trained bidirectionally contextualized 
language models can also be included.

6 Conclusion

In this research, we presented a method for automatically creating multilingual ques-
tions. It can export a list of questions to the most popular MOOC platforms, such as 
Open EDX and MOODLE. It can also manage complicated texts and automatically 
locate appropriate distractors for MCQs.

The interesting aspect of the employed technique is its simplicity and modularity, 
which enables educators to spot areas of weakness and implement a solution.

To sum up, the first examination revealed a high correlation between the Machine 
Question test results and the Human Question test scores. Furthermore, outcomes may 
vary slightly when large groups of students, with varying learning cultures, for exam-
ple, participate in the course and utilize the suggested technology. These variables 
should be evaluated in future studies.

Although the current study focuses on multiple-choice vocabulary questions, 
a potential future research area is to extend the system to create and evaluate other 
types of questions. Additionally, we explore varying the complexity of the vocabulary 
problems created automatically.
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