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PAPER

A CNN-Bi-LSTM Model for MOOC Forum Post Classification

ABSTRACT
The discussion forum of the massive open online course (MOOC) is a platform for students to 
communicate with teachers, teaching assistants, and platform managers. It is one of the impor-
tant factors related to course quality. A reasonable classification of discussion posts in the forum 
will help students better communicate and solve problems, so as to improve the quality of teach-
ing. Aiming at the classification of discussion forum posts, this paper proposes a text classifica-
tion model integrating convolutional neural networks (CNN) and bidirectional long-short-term 
memory (Bi-LSTM). Firstly, the user types and behavior characteristics are analyzed to build the 
taxonomy. The taxonomy includes three categories: course related, teacher related and platform 
related. Then, a text classification model is constructed based on CNN and Bi-LSTM. In order to 
verify the effectiveness of the proposed model, it is applied to the classification of 19285 discus-
sion posts from the MOOC platform of icourse163.org. The overall classification accuracy of the 
proposed model is 93.6%, which is 12%, 10%, and 8% higher than traditional machine learning 
methods, CNN and Bi-LSTM, respectively. The model is used for automatic text classification in 
MOOC discussion forum, which can provide effective help and support for learners, teachers 
and platform managers, and improve the automation level of MOOC platform.

KEYWORDS
text classification, massive open online courses (MOOC), discussion forum, classification 
model integrating (CNN), bidirectional long-short term memory (Bi-LSTM)

1	 INTRODUCTION

Massive open online courses (MOOCs) are highly praised and welcomed by the 
majority of learners because of the wide variety of courses, rich content, free form, 
and openness. In order to meet the personalized learning needs of learners and 
improve the service level of the platform, most MOOC platforms provide discus-
sion forums to enhance learners’ learning experiences in peer interaction, resource 
retrieval, problem discussion, and so on [1]. The MOOC discussion forum contains a 
lot of information. Mining this text information can help teachers master learners’ 
learning situations, topics of concern, and interest trends; analyze learners’ emo-
tional tendencies, behavior laws, and problems or trends behind these behaviors; 
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facilitate teachers to timely adjustment of teaching contents and teaching meth-
ods; help the platform continuously optimize and improve the service; and better 
promote students’ online learning effects. It can also improve the retention rate of  
students and the completion rate of courses. Therefore, mining and analyzing MOOC 
discussion texts has become the focus of research [2].

Classifying the text in the discussion forum is the research hotspot of text data 
mining and analysis in MOOCs. Text classification can help the platform optimize 
the navigation function of the forum and expand the learning group function, so as 
to improve the learners’ experience of using the forum, help teachers monitor and 
master the dynamics of the forum in real time, quickly locate students’ questions 
and interests, and interact effectively with students, present teachers and platform 
managers with posts that need help and reply, and overcome the problems of dupli-
cation of information and difficulty in screening information [3]. However, because 
the texts in the discussion forum are short texts, which have the characteristics of 
short length, less content, and colloquial expression, the text characteristics are not 
remarkable. At the same time, the data distribution of various categories in the MOOC 
discussion forum is uneven. For example, the number of posts in the homework sec-
tion is obviously higher than that in the course feedback section. The unbalanced 
data distribution will seriously affect the classification results of the classification 
algorithm, which is also one of the main difficulties faced by text classification in 
the MOOC forum. Therefore, there are still many challenges in the research of text 
classification in MOOC forums that need to be further explored [4].

Aiming at the problems existing in text classification in MOOC discussion forums, 
this paper constructs a text classification model for MOOC forums to automatically 
classify the text in the discussion forum of an online learning platform, improve the 
automation level of the platform, and provide help and support for learners, teachers,  
and platform managers.

2	 RELATED WORK

For a long time, text classification has been a field that researchers have paid atten-
tion to, and it is also a key application field in natural language processing. The text clas-
sification methods based on knowledge engineering cannot meet the needs of practical 
application because of poor flexibility, long calculation times, and application difficul-
ties [5]. Text classification methods based on machine learning have become a research 
hotspot. Text classification methods based on machine learning [6] are mainly divided 
into two categories: traditional machine learning methods and deep learning methods.

2.1	 Text classification algorithm based on traditional machine learning

Traditional machine learning algorithms include Naïve Bayes (NB), logistic regres-
sion, support vector machines (SVM), decision trees, and neutral networks (NN).  
Some researchers try to apply machine learning algorithms to text classification in 
the field of education. In [7], the author used random forest and SVM to classify 
the students’ feedback texts and analyzed the emotional tendency of students’ eval-
uation. Zheng et al. used four machine learning methods: NB, logistic regression, 
decision trees, and support vector machines to classify the posts of learners in the 
learning community from three dimensions of cognition, interaction and society, and 
analyzed the impact of different dimensions on learners’ continuous learning [8].
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Most of the traditional machine learning models are shallow and can effectively 
solve some problems under simple or specific conditions. However, when dealing 
with complex classification problems, there are some problems, such as low classi-
fication accuracy and weak generalization ability. In addition, traditional machine 
learning algorithms need to extract features manually [9]. The whole process is 
time-consuming and laborious, and some important features will be omitted. As to 
the text feature representation, the word embedding model method solves the prob-
lems of data sparsity and high dimension to a certain extent. However, it can only 
obtain the low-level semantic relationship of the text word vector, and it is difficult 
to obtain the high-level semantic dependency hidden in the text context. Therefore, 
the word embedding representation method has no obvious advantages over text 
classification algorithms based on traditional machine learning.

2.2	 Text classification algorithm based on deep learning

Different from traditional machine learning methods, deep learning can automat-
ically obtain high-level semantic features from input data and has strong expression 
ability. Some researchers use convolutional neural networks (CNN) for text classifi-
cation [10]. Yoon Kim proposed a sentence level text classification model based on a 
convolutional neural network. When training word vectors, the model used CNN for 
pre-training to optimize feature expression and improve the classification effect [11].  
Zhang Xiang et al. proposed a character level CNN model. Compared with the tradi-
tional word bag model, n-grams and word based CNN model, the classification accu-
racy was significantly improved [12]. However, the CNN model can capture the local 
organization of the text well, but it cannot capture the long-distance relationship 
between words in the text effectively.

In addition to CNN, recurrent neutral networks (RNNs) are also applied to text clas-
sification tasks. Aiming at the defects of the traditional English text classification algo-
rithm, such as unclear feature items when the amount of training data is large, Liu 
et al. proposed a quality-related English text classification method based on RNN [13], 
combined with the attention mechanism, to solve the problem of label disorder, make 
the structure of the model more flexible, and improve the accuracy and flexibility of 
English text classification. A new seq2seq model based on RNN was proposed in [14], 
which can better capture the global potential features of sentences. The experimental 
results showed that the model had higher performance than the benchmark model. 
In theory, RNN can learn the correlation in any length sequence [15], but in fact, this 
is not the case. The vanishing gradient problem limits the ability of RNN to learn long-
term dependencies and cannot fully obtain contextual semantic connections [16].

The long-short-term memory (LSTM) network combines short-term memory with 
long-term memory through gate control, solves the problem of gradient disappear-
ance to a certain extent, and can learn long-term dependence. For example, Wei 
et al. proposed a learning framework based on CNN and LSTM to classify the posts in 
MOOC forums and determine the urgency of their needs in order to solve learners’ 
confusion in time [17]. In order to overcome the limitation that traditional LSTM only 
allows the sequential transmission of information, Tai et al. proposed a tree-LSTM 
model [18]. Each LSTM unit can combine the information from multiple subunits so 
as to obtain richer semantic information. However, the model’s performance depends 
on the size of the data set and the selection of the alphabet. Both RNN and LSTM can 
only predict the output of the next time based on the information of the previous time. 
However, in some problems, the context should be fully considered. Not only the 

https://online-journals.org/index.php/i-jet


	 92	 International Journal of Emerging Technologies in Learning (iJET)	 iJET | Vol. 18 No. 21 (2023)

Zhang and Sun

previous text but also the subsequent text should be taken into account. Bi-directional 
LSTM (Bi-LSTM) can solve this problem [19]. A classification model based on Bi-LSTM 
was proposed in [20]. Bi-LSTM was used to extract the context representation before 
and after the phase, and a softmax classifier was used to classify the processed con-
text information, which effectively improved the accuracy of classification.

This paper aims to combine CNN and Bi-LSTM to build a model for MOOC forum 
post classification. CNN is used to extract local key semantic information from text. 
Bi-LSTM is used to extract the context-semantic relationship of text from a global 
perspective. Thus, the local semantic features and the global context features of the 
text are fully considered to achieve higher text classification accuracy.

3	 CNN-BI-LSTM TEXT CLASSIFICATION MODEL

This paper proposes a text classification model integrating CNN and Bi-LSTM to 
classify the posts in MOOC forum, as shown in Figure 1.

Fig. 1. The framework of CNN-Bi-LSTM text classification model

The discussion posts are preprocessed by word segmentation, removing stop 
words, and then input into the classification model. The word embedding layer 
receives text data from the input layer and converts the text data into word vec-
tors to obtain a shallow semantic representation of the text. The Bi-LSTM layer is 
responsible for extracting the context information of the text vectors to obtain the 
deep semantic dependency hidden in the text context. In the convolution layer, the 
CNN network is used to extract the local features of the text, and multiple maximum 
features are extracted through the pooling layer to enter the full connected layer. 
Finally, the softmax function is used to normalize the feature vectors to obtain the 
final output of the classification prediction value.

3.1	 Bi-LSTM layer

Traditional text classification models mostly use a single convolutional neural 
network. The text features, represented by a two-dimensional matrix, are input into 
the model. However, the semantic relationship of sentence context is also crucial 
to the understanding of sentences. The features extracted using CNN alone do not 
contain contextual semantic information, which will affect the final classification 
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accuracy. Therefore, a Bi-LSTM layer is added to the classification model to extract 
the context information of the text. The output of this layer is obtained by splicing the 
forward LSTM output and the backward LSTM output [21], as illustrated in Figure 2.

Fig. 2. Bi-LSTM structure diagram

The model uses bi-directional semantic dependency extracted from Bi-LSTM 
layer to reflect the core features of text through weighting matrix, hoping to make 
up for the shortcomings of single CNN text classification model and improve the 
accuracy of classification.

The dropout method is used in the Bi-LSTM layer to prevent the model from over-
fitting. In the training phase, dropout randomly discards some nodes according to 
probability p, but retains their weights. These weights are restored in the next train-
ing, and then randomly discard some nodes again. Repeat this process, which is 
equivalent to training different local networks each time, for only the local network 
is trained each time, the training time is effectively reduced. On the other hand, in 
the test phase, all abandoned nodes are recovered, and all local networks are com-
bined to improve the generalization capability of the model. The calculation method 
for dropout is shown in (1).

	 h f Wx Bernoulli p� � �( ),� ~ ( ) 	 (1)

Where, x is the input of the layer, W is the weight value, f is the activation func-
tion, δ is the dropout mask, and the probability is p that each element in δ is 1.

3.2	 CNN layer

In the proposed model, CNN is used to extract the local feature vectors of the text. 
The hidden state sequence of the text obtained through Bi-LSTM is represented by H, 
H = (h1, h2, …, hn), where n represents the length of the text. The vectors hi , hi+1, …, hi+k−1 
are spliced, where hi represents the ith single word vector, and k represents the size of 
the convolution kernel, then the text feature of the ith window is extracted using (2).
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Where, Yi represents the ith vector of convolution output, xi represents the splic-
ing input vector of the ith window; ⊕ represents the splicing operation, b is the offset 
vector and W is the weight matrix.

The convolution kernel slides from the first word to the last word on the input 
text sequence to extract the text features. Convolution operation is defined as (3).

	 Conv
U b
k m

,
, 	 (3)

Where, k is the size of the convolution kernel, m represents the length of the 
sliding window. The text feature extraction process in the convolution layer can be 
expressed as (4). Then, max pooling is performed on Y1:m to extract the most import-
ant features in the text sequence.

	 Y Conv S
m U b

k m
n1 1: ,

,

:
( )= 	 (4)

4	 EXPERIMENTS

To evaluate the effectiveness of the proposed CNN-Bi-LSTM classification model, 
we test our method and compared with other benchmark model.

4.1	 Dataset

The dataset was collected from the discussion forum of 10 popular courses on 
the MOOC platform of Chinese universities. The data set contains 19285 posts, which 
are divided into four categories (see Table 1), including course content, course logis-
tics, evaluation suggestions, and others. Each category of data was then divided into 
training and test sets according to the data division ratio of 8:2. Table 2 shows the 
distribution of the four categories of the discussion text.

Table 1. Text category division

Category Code Category Name Description Example

C Course content Discussion posts directly related to the course content, 
mainly including questions, answers, comments and 
views related to the course content.

Could you tell me the difference 
between primary key, primary code, 
and keyword?

L Course logistics Discussion posts related to course logistics mainly include 
questions and explanations related to course schedule, 
course materials, exams, certificates and platforms.

How can I obtain a certificate?
When will we take the exam?

E Evaluation suggestions Comments and suggestions on MOOC platform, courses 
and teachers.

The teacher explained thoroughly, 
very well!

N Others Posts unrelated to the above categories. Go China!

Table 2. Distribution of various categories of posts

Categories Number of Posts

Course content (C) 6815

Course logistics (L) 5575

Evaluation suggestions (E) 3998

Others (N) 2897
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4.2	 Experiment setting

In order to verify the effect of the CNN-Bi-LSTM text classification model pro-
posed in this paper, the experiment was conducted to compare it with the five base-
line models, which are LightGBM, NB, LSTM, Bi LSTM, and CNN. The experiment 
platform is Google TensorFlow, the programming language is Python, and the devel-
opment tool is PyCharm. The parameters of the model have a significant impact on 
the experimental results, and in our experiments, the main parameter settings of 
each classification model are shown in Table 3.

Table 3. Main parameter settings of the experiment

Parameter Instructions Value

dropout the loss rate 0.5

num_classes the number of categories 4

num_epochs the number of iterations 20

batch_size the size of mini-batch 128

learning_rate the learning rate 1e-3

filter_sizes the size of convolutional kernel (2, 3, 4)

num_filters the number of convolutional kernel 256

hidden_size the number of Bi-LSTM hidden cell 128

embedding_size the dimension of the word vector 300

4.3	 Evaluation criterion

For each category, the classification results of the model include four types, as shown 
in Table 4. Each category treats itself as “positive” and all other categories as “negative.”

Table 4. Confusion matrix

Number of posts predicted by the classification 
model to be positive

Number of posts predicted by the classification 
model to be negative

Number of posts that are actually positive TP FN

Number of posts that are actually negative FP TN

In this paper, accuracy, precision, recall, and F1 score are used as evaluation indi-
cators of text classification model.

1.	 Accuracy
Accuracy is used to describe the proportion of all correctly predicted samples in 

the total number of samples. The calculation method is shown in (5).

	 Accuracy �
�

� � �
TP TN

TP FP TN FN
	 (5)

2.	 Precision
Precision represents the proportion of the predicted actual positive samples in 

the predicted positive samples. The calculation method is shown in (6).
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Precision �
�
TP

TP FP
(6)

3. Recall
Recall represents the proportion of positive samples that are correctly predicted.

The calculation method is shown in (7).

Recall �
�
TP

TP FN
(7)

4. F1 score
F1 score is an indicator that comprehensively considers the accuracy rate and

recall rate, which is calculated by (8).

F1
2

�
� �

�
Precision Recall

ecision RecallPr
(8)

4.4	 Results and analysis

The proposed CNN-Bi-LSTM text classification model was compared with five 
benchmark models on the preprocessed dataset to evaluate the effectiveness of the 
proposed model, where LightGBM (light gradient boosting machine) and NB are tra-
ditional machine learning models, and LSTM, Bi-LSTM and CNN are deep learning 
models. The comparison results are shown in Table 5.

Table 5. Evaluation of each classification model

Model
Evaluation Criterion

Accuracy
Category Precision Recall F1 Score

LightGBM C 0.71 0.96 0.81

0.83
L 0.89 0.63 0.73

E 0.93 0.79 0.85

N 0.79 0.90 0.94

NB C 0.81 0.91 0.86

0.87
L 0.87 0.75 0.81

E 0.89 0.89 0.89

N 0.98 0.89 0.93

LSTM C 0.89 0.88 0.88

0.89
L 0.91 0.93 0.92

E 0.86 0.82 0.84

N 0.92 0.96 0.94

Bi-LSTM C 0.89 0.93 0.91

0.91
L 0.89 0.95 0.92

E 0.95 0.83 0.89

N 0.97 0.93 0.96

(Continued)
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Table 5. Evaluation of each classification model (Continued)

Model
Evaluation Criterion

Accuracy
Category Precision Recall F1 Score

CNN C 0.92 0.94 0.93

0.93
L 0.93 0.96 0.94

E 0.95 0.88 0.92

N 0.96 0.97 0.96

CNN-Bi-LSTM C 0.93 0.94 0.93

0.95
L 0.94 0.96 0.95

E 0.96 0.93 0.94

N 0.97 0.98 0.97

The results show that the classification models (LSTM, Bi-LSTM, CNN, CNN-
Bi-LSTM) based on deep learning are superior to the traditional machine learn-
ing classification models (LightGBM, NB). Compared with the traditional machine 
learning algorithms, the deep learning algorithms have stronger parallel process-
ing and learning abilities and are not vulnerable to noise in the data. Although 
deep learning algorithms need more parameters and consume more model 
training time, their classification accuracy and stability are higher than those of 
traditional machine learning algorithms. According to the comprehensive evalu-
ation indicators, the proposed CNN-Bi-LSTM model achieves better classification 
results than other baseline models, and the classification accuracy rate reaches 
95%. Whether the total classification accuracy of the model or the classification 
accuracy of a single category post is better than the other five machine learning 
algorithms. The F1 score of each category post reaches 93%, 95%, 94%, and 97%, 
respectively.

Figure 3 shows the classification precision, recall and F1 score of the six classifi-
cation algorithms on posts of different categories.

a) Precision b) Recall

Fig. 3. (Continued)
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c) F1 score

Fig. 3. Precision, recall and F1 score of different models

It can be seen from Figure 3 that the precision of the CNN-Bi-LSTM model is 
higher than that of other models. According to the smoothness of the curve, the 
LightGBM model has the worst classification stability, and the classification preci-
sion of CNN and CNN-Bi-LSTM on different categories of posts remains relatively 
stable. Compared with the other three categories, the classification precision of the 
LSTM model on posts in category E (evaluation suggestions) decreases because this 
type of post contains more words expressing emotions. The Bi-LSTM model solves 
this problem by extracting semantic dependencies between contexts and greatly 
improving the precision of the evaluation suggestion posts.

The traditional machine learning algorithms LightGBM and NB have similar 
trends in recall across different categories. On the whole, the CNN-Bi-LSTM model 
performs best. From the curve smoothness, the F1 score of each model is more stable 
than the recall. The F1 score in category N is the highest. Although the sample in this 
category is the least, the post-text features are obvious. The F1 scores of the CNN-Bi-
LSTM model for classifying four categories of posts are higher than those of other 
benchmark models.

Figure 4 shows the normalized confusion matrix of each classification model, 
which more intuitively shows the classification effect of each model on different 
categories of posts.

a) LightGBM b) NB

Fig. 4. (Continued)
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d) Bi-LSTMc) LSTM

e) CNN f) CNN-Bi-LSTM

Fig. 4. Confusion matrix diagram

Compared with the traditional machine learning models, the deep learning mod-
els have a more stable classification effect on different categories of posts. It can be 
seen from Figure 4(c) that when the LSTM model classifies the course content-re-
lated posts (C), 6% of them are classified as evaluation suggestion posts (E), and 5% 
are classified as course logistics posts (L). The normalized confusion matrix coef-
ficient of this type of post is 88%, and the correct classification probability of the 
Bi-LSTM model on the course logistics posts has reached 93%, which is 5% higher 
than that of LSTM. The CNN-Bi-LSTM model proposed in this paper performs best, 
and the normalized confusion matrix coefficients of the four categories of posts 
reach more than 90%.

5	 CONCLUSION

This paper proposes a text classification model based on CNN and Bi-LSTM. This 
model combines the advantages of CNN and Bi-LSTM. Bi-LSTM is used to obtain 
global context information, and CNN is used to extract local key semantic infor-
mation. Experiments were carried out on a data set containing 19285 discussion 
posts from the MOOC platform of the University of China and compared with five 
benchmark models. The results show that the overall classification accuracy of the 
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proposed CNN-Bi-LSTM model is 95%, which is 12%, 8%, 6%, 4%, and 2% higher 
than LightGBM, NB, LSTM, Bi-LSTM, and CNN, respectively. This method has high 
application value in automatic text classification, teaching supervision and inter-
vention, platform assistance, and support in MOOCs. However, the model still has 
some shortcomings. The experimental results show that the accuracy of the model 
is relatively low in distinguishing between evaluation suggestions, course content, 
and course logistics posts. In our future research, we will try to design a more com-
plex and efficient text classification model to optimize the classification effect and 
improve the accuracy of text classification.
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