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Abstract—With the help of natural language processing and machine 
learning, we can analyze the information of online recruitment text posted by 
employer companies and dig the requirement features of these employment 
positions, and this is a meaningful work with practical value. However, existing 
methods for analyzing online recruitment information are too simple to with-
stand the mass data on the Internet, so this paper aims to study the analysis and 
forecast of employment position requirements for college students based on big 
data analysis. At first, the recruitment information of companies is preprocessed, 
keywords in the recruitment text are extracted by the Term Frequency-Inverse 
Document Frequency (TF-IDF) algorithm in the Python Chinese word segmen-
tation toolkit, words in the recruitment text are segmented using the open source 
tool Word2Vec, and the uncounted words in the recruitment text are identified 
based on the Conditional Random Field (CRF) model. Then, this paper com-
pares the occurrence probability of skills learnt by college students in a certain 
company employment position with the occurrence probability of the skills in 
all employment positions on the website, so as to find out the core skills learnt 
by college students that can match with the job positions required by companies. 
At last, this paper builds a XGBoost model to forecast the employment position 
requirements for college students, and verifies the validity of the model using 
experimental results.

Keywords—big data analysis, college student, employment position,  
requirement analysis, forecast

1	 Introduction

Online recruitment has now become the top choice for employer companies to 
recruit talents, and its scale is still expanding over the years compared with the con-
ventional job fairs hold by urban public employment service agencies [1–8]. Affected 
by economic situations and the increasing number of college graduates, young people 
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are facing greater employment pressure as the employer companies are posing higher 
requirements for talents [9–17]. The leading cause of this phenomenon is that the tal-
ent cultivation goal of colleges and universities is disconnected with the recruitment 
requirements of companies, and the education institutions have failed to understand the 
job position and skill requirements contained in the recruitment information of compa-
nies [18–24]. Based on big data analysis, we can borrow the help of natural language 
processing and machine learning to analyze the semi-structured or unstructured infor-
mation of online recruitment text posted by employer companies and dig the require-
ment features of these employment positions in a fast, efficient, and intelligent manner, 
and this is a meaningful work with practical value. 

Scholar Wang [25] argued that with the comprehensive development of higher edu-
cation in China, the number of college students is on the rise, the employment pres-
sure of college graduates is increasing, and the employment situation is not optimistic. 
The author introduced an employment confidence index to analyze and predict the 
employment confidence of college students, which is of practical significance. Then, a 
model named GM-BPNN (Gray model-BP neural network) of subjective employment 
obstacles of college students and its predictive factors were constructed based on deep 
learning, and the results show that the relative error of the combined model is smaller 
and its accuracy is higher. Yao et al. [26] pointed out that many factors can affect 
college students’ employment, so the prediction error of employment rate is usually 
high. In their work, the authors designed a prediction method for the said problem 
based on gray system. At first, they analyzed the research progress of employment 
rate prediction, found out the root of the prediction error, and collected the history 
data of college students’ employment rate; then, they employed the gray system to 
fit the variation features of college students’ employment rate, and built a prediction 
model for that. Wang et al. [27] analyzed the application situation of college student 
employment information management system, discussed the working principle of data 
mining, proposed the application of data mining in the analysis of the employment of 
college students, and summarized the special attention of data mining in the said analy-
sis. Scholar Cheng [28] took the data of a university graduate as subject to figure out the 
influence of the student’s academic performance, English level, and other activities on 
his/her employment development through literature review and analysis, and selected 
data on this basis; then, according to the features of college students’ employment data, 
a deep-seated neural network with strong learning ability and adaptability was used to 
predict the employment situation, so as to provide guidance for college students. More-
over, combining with the actual data of graduates, the author analyzed the practical 
application of the prediction model, compared it with conventional machine learning 
algorithm, and verified the validity of the algorithm.

The existing analysis models of employment position requirements generally per-
form word segmentation and clustering on website recruitment information and they 
found that the requirements of employer companies mainly concentrate on technology 
development, sales, and finance. Overall speaking, these analysis methods are quite 
simple, they can not handle the massive Internet data, and their dictionary information 
sources are not as varied, which have seriously interfered with the prediction accuracy 
of employment position requirements. In view of these matters, this paper attempts 
to study the analysis and forecast of employment position requirements for college 
students based on big data analysis. In the second chapter, this paper preprocesses the 
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recruitment information of companies, extracts the keywords in recruitment text using 
the TF-IDF algorithm in the Python Chinese word segmentation toolkit, segments 
the words in recruitment text using the open source tool Word2Vec, and identifies the 
uncounted words in recruitment text based on the CRF model. In the third chapter, 
this paper compares the occurrence probability of skills learnt by college students in 
a certain company employment position with the occurrence probability of the skills 
in all employment positions on the website, so as to find out the core skills learnt by 
college students that can match with the job positions required by companies. In the 
fourth chapter, this paper builds a XGBoost model to forecast the employment position 
requirements for college students. At last, validity of the proposed model is verified by 
experimental results. 

2	 Preprocessing of recruitment information

Different from the traditional recruitment methods, online recruitment has a few 
merits such as low cost, easy acquisition, and no time or space constraint. Though 
online recruitment, employer companies can receive resumes submitted by college stu-
dents who meet their employment position requirements, furthermore, online recruit-
ment systems can help them screen the received resumes quickly and efficiently. As a 
novel channel and mode of recruitment, online recruitment has a very good application 
prospect, however, there are two major problems with the current online recruitment: 
the low information authenticity, and the difficulty in information processing.

Fig. 1. Research plan of this paper

The recruitment information of companies mainly contains three parts: basic attri-
butes of the employer company, basic information of the employment position, and 
the position description, specifically, the text information includes the company name, 
scale, industry, address, name of the position, required qualifications, salary, number of 
people required for the position, duty time, required education level, and required expe-
rience, etc. All these text information are the subjects to be studied in the employment 
position requirement analysis of college students. 
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Figure 1 shows the research plan of this paper. At first, the recruitment information 
of employer company is preprocessed, the recruitment text is processed by the TF-IDF 
algorithm in the Python Chinese word segmentation toolkit, and keywords in the text 
are extracted. Then, word frequency of keywords is counted using the Python script 
program, and keywords with a frequency higher than 1000 are extracted. In case that 
the recruitment text is fixed, the higher the word frequency, the greater the TF value of 
the TF-IDF algorithm. Assuming: CO(q, c) represents the number of occurrences of a 
word q in the recruitment text c, SI represents the total number of words in the recruit-
ment text, then the formula for calculating the TF value is:

	 TF CO q c
SI c

=
( , )
( )

	 (1)

By taking the logarithm of the ratio of the number of recruitment text to the  
number of recruitment text containing a certain keyword, the IDF value of the TF-IDF  
algorithm could be attained, the formula for calculating the IDF value is:
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In the recruitment information, the higher the frequency of a word, the closer the 
IDF value is to 0, and TF-IDF is the product of TF and IDF.

After processed by the TF-IDF algorithm, this paper used the open source tool  
Word2Vec to perform word segmentation on the recruitment information, and the 
recruitment text after subjected to word segmentation was placed into the Word2Vec 
directory; then, the adopted skip-gram model was trained to get the word vectors of 
recruitment text under the current directory, and the gesium module based on Python 
was used to call the created word vectors to further attain several words that are  
semantically similar to the extracted keywords of recruitment text.

The skip-gram model was used to predict e(qi|qo). Assuming: d represents the con-
stant that determines the size of the context window, there are o−d ≤ i ≤ o + d and i ≠ o;  
q1, q2, q3, … , qo is a word sequence existing in the recruitment text, the objective of 
the adopted skip-gram model was to maximize the following formula, wherein O  
represents the size of the recruitment text set, then there is: 
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The basic skip-gram model was used to define e(q0|qR) as:
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According to above formula, qo must be in the window with ql as the head word, that is:
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The word segmentation accuracy of massive online recruitment text is mainly affected 
by uncounted words and ambiguous cutting, and the effect of the former is greater, 
uncounted words are a problem that can not be ignored with the word segmentation 
of recruitment text, to solve it, this paper introduced the CRF model to identify the 
uncounted words in the recruitment text, the model integrates the advantages of the 
maximum entropy model and the hidden Markov model, and it has a very good effect 
in identifying new words.

Fig. 2. Distribution of required education level of companies

Assuming: A  =  {al, a2, … , am} represents the recruitment text sequence to be  
processed; B = {bl, b2, … , bm} represents the hidden state sequence; H = (U, P) is an 
undirected graph, U represents the nodes in the graph, P represents the connecting 
edges of nodes, then B = {Bu|u∈U } represents the variable set created with nodes in  
H as indexes; if A is known and variables in B conform to Markov distribution, the  
CRF can be defined as SC(A|B); assuming C(a) represents the the normalization  
factor, Gl(b, a) represents the feature function, μl represents the weight parameter related  
to each feature gl, then, based on the theory of CRF, there is:
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Education level, work experience and salary level are information college students 
pay more attention to in the recruitment text. This paper plotted the distribution of 
education level, work experience, and salary level of the employment positions of 
companies based on the processed results of massive online recruitment text, as shown 
in Figures 2, 3, and 4, in terms of the lowest education level required by companies, 
the college graduate level takes the greatest proportion, 67.15% of the positions require 
a work experience of more than one year, and a salary level between 5k–15k is highly 
attractive to college students.

Fig. 3. Distribution of required work experience of companies

Fig. 4. Distribution of salary level of companies
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3	 Correlation analysis of core skills required  
by employment positions

The conventional requirement analysis methods of employment positions mainly 
count the frequency of the keywords of skills related to the positions and then analyze 
the differences between the features of employment positions of companies and the tal-
ent cultivation goals of schools and higher educational schools, the keyword frequency 
here is the TF and IDF values of the TF-IDF algorithm, which can indicate the number 
of occurrences of skills learnt by students during education in the online recruitment 
text, although this indicator can reflect the skills required by companies for the students, 
in terms of the research objective of this paper, mining the employment position text 
that is highly correlated with the skills required for college students is more valuable. 
The correlation here refers to the key indicator based on which the keywords entered by 
college students into the job search system during job hunting are included by the said 
system, that is, the inclusion of keywords in the job search system can be described by 
the correlation and keyword matching performance. This paper compared the occur-
rence probability of skills learnt by college students in a certain company employment 
position with the occurrence probability of the skills in all employment positions on the 
website, so as to attain the correlation between the skills learnt by college students and 
the employment positions of companies and to find out the core skills learnt by college 
students that can match with the employment position requirements of companies. 

Assuming: S represents the correlation value, Em represents the occurrence  
probability of a certain type of skill-related keywords l in a certain type of positions, 
EM represents the occurrence probability of a certain type of skill-related keywords in 
the online recruitment text, ml represents the frequency of a certain type of skill-related 
keywords l in a certain type of positions, m represents the number of online recruitment 
text of a certain type of positions, Ml represents the number of occurrences of a certain 
type of skill-related keywords l in the online recruitment text, M represents the number 
of online recruitment text, then the formula below gives the method for calculating the 
correlation degree:

	 S
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If the value of S is greater than 1, it indicates that the correlation between employment 
positions and skills learned by college students is abnormal, and further investigation is 
needed. The greater the value of S, the greater the difference between the employment 
position requirements and the skills learned by college students, and this means that 
compared with other positions, this position has a higher requirement for a skill learned 
by college students, and companies are in need of talents with this skill. 
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4	 Employment position forecast

According to the content of previous chapter, this paper took 5 core influencing fac-
tors in the college student employment position requirement forecast indicator system 
(including the number of specialized talents, the demand for specialized talents, the 
quality indicator of talent structure, the number of specialized talents added, and the 
number of specialized talents reduced) as the explanatory variables, and the number of 
employed college students as the explained variable to establish the XGBoost model. 
Some of the specific forecast indicators under the listed influencing factors are: the fac-
tor “number of specialized talents” can be sub-divided into the total number, the num-
ber of specialized talents in each department, the number of specialized talents in each 
region, the proportion of specialized talents in per 10,000 population, and the propor-
tion of specialized talents in per 10,000 employees; the factor “demand for specialized 
talents” can be sub-divided into the total demand for specialized talents, the demand 
for specialized talents of each department, the demand for specialized talents of each 
region, the demand for specialized talents of per 10,000 population, and the demand 
for specialized talents of per 10,000 employees; the factor “quality indicator of talent 
structure” can be sub-divided into the the proportion of major types, the proportion of 
education level types, the proportion of professional title types, and the proportion of 
age types. Principles of the model and the construction ideas are introduced in detail 
as follows:

XGBoost is a Boosting optimization and integration algorithm based on gradient- 
boosted tree. The model attains the final forecast result of college student employ-
ment position requirements by summarizing the forecast scores of the leaf nodes of 
the random forest formed by multiple decision trees. Let bi

(o) = 0 and assume the num-
ber of decision trees in the model is L, the l-th decision tree is represented by gl, the 
eigenvector corresponding to the core influencing factor sample i is represented by  
ai, and the leaf weight of indicator sample i on the l-th tree is represented by gl(ai),  
then the following formula gives the expression of the forecast result:

	 b g ai
l

l il

L
( ) ( )�

�� 1
	 (7)

Assuming: bi represents the real value of the i-th indicator sample, b
.
 represents the 

predicted value of the i-th indicator sample, n represents the total data volume of the 
l-th tree, L represents all trees created, then based on the conventional loss function and 
model complexity, the objective function of the model can be constructed as follows:

	 MO k b b gi ii

n

l

L

l� �
� �� �( , ) ( )

1 1
� 	 (8)

The first term of the above formula is the adjusted mean square error (MSE), namely 
the conventional loss function. The second term of the formula characterizes the  
complexity of the constructed model. The objective function of the model is solved as 
follows:
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The following formula gives the expression of the loss function in the o-th iteration:
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The second-order Taylor expansion of the above formula is:
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Let hi = ∂k(bi
(o),b̂i

(o−1))/∂b̂i
(o−1), fi = ∂2k(bi

(o),b̂i
(o−1))/∂(b̂i

(o−1))2; k(bi
(o),b̂i

(o−1)) is a known con-
stant, then the above formula is simplified:
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Let ∑o−1
l=1ψ (gl = 1ψ (gl), the formula below calculates the model complexity in the  

t-th iteration:
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The following formula gives the objective function in the o-the iteration:
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Assuming: O represents the the number of leaf nodes in a decision tree; j represents 
the index of each leaf node; θj represents the weight of samples on leaf nodes; α and  
μ are penalty coefficients, then the expression of the model complexity ψ (go) is:

	 � � � �( )g Oo jj

O
� �

��1
2

2
1

	 (15)

To get the best forecast effect, the above two formulas are combined to attain the 
final objective function:

	 MO h f Oo
j i j ij

O
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2

2
1
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As can be seen from the above formula, MOo is a quadratic equation with one  
variable about θj, and the value of θj that can minimize MOo could be found;  
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let Hj = ∑hi, Fj = ∑  fi, by calculating the extreme value of the objective function, it’s 
known that when θj = –Hj/Fj μ, the value of MOo is the smallest, that is:

	 Obj
H
F

Oo j

j
j

O
� �

�
�

��1
2 1 �

� 	 (17)

In this paper, 16 indicators in the established college student employment  
position requirement forecast indicator system that might affect the employment posi-
tion requirements of college students were taken as inputs, the logarithm of the number 
of employed college students was taken as the output, and the training set, verifica-
tion set, and test set of the model were constructed based on the data of 2001–2014,  
2015–2016, and 2017–2021.

5	 Experimental results and analysis

To verify the accuracy of the proposed keyword extraction algorithm, this paper 
compared it with other two keyword extraction algorithms: LDA and Textrank, and 
the comparison results are shown in Figure 5 and Table 1. Compared with LDA and  
Textrank, in most cases, the MAPE value of the keyword extraction error of the TF-IDF 
algorithm is 25.42% and 19.50% lower than the other two, and the average extraction 
accuracy has improved by 30.15% and 24.17%, respectively. Therefore, in terms of the 
correlation between the skills learnt by college students and the employment position 
requirements, the proposed algorithm can achieve a good effect in extracting keywords.

Fig. 5. Performance comparison of different keyword extraction algorithms
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Table 1. Experimental results of different keyword extraction algorithms

Algorithm
LDA TF-IDF Textrank

P R F P R F P R F

Sample 1 52.29 41.25 41.17 49.25 45.2 44.19 64.15 67.41 63.59

Sample 2 51.36 43.62 49.2 41.27 34.19 48.51 60.38 62.18 67.24

Sample 3 58.19 47.15 48.52 45.38 41.28 47.35 67.24 69.03 63.8

Sample 4 62.48 52.52 54.36 48.15 43.41 49.12 69.11 67.24 60.17

Sample 5 63.52 56.01 50.28 41.72 48.26 47.35 65.27 61.18 63.42

To verify the validity of the method for preprocessing recruitment information 
of companies proposed in this paper, ablation experiments were designed, and the 
preprocessing method combinations participated in the comparison included: the 
TF-IDF + CRF, Word2Vec + CRF, and TF-IDF + Word2Vec + CRF, the experimental 
results are shown in Figure 6 and Table 2. According to the data in the figure and table, 
completing the extraction of keywords, effective word segmentation, and identification 
of uncounted words are very important for extracting the features of recruitment infor-
mation. Compared with the two combinations of TF-IDF + CRF and Word2Vec + CRF, 
the TF-IDF + Word2Vec + CRF can attain a lower MAPE value of recruitment informa-
tion feature error in most cases, the average value has decreased by 45.21% and 39.27% 
respectively compared with the other two combinations, and the accuracy has improved 
by 35.67% and 46.87% on average.

Fig. 6. Performance comparison of different text preprocessing methods
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Table 2. Experimental results of different text preprocessing methods

Classification
TF-IDF + CRF Word2Vec + CRF TF-IDF + Word2Vec + CRF

P R F P R F P R F

Sample 1 63.15 52.34 59.16 64.18 63.27 61.37 36.34 37.85 31.08

Sample 2 69.02 58.02 55.27 72.36 51.49 65.24 24.19 31.27 27.35

Sample 3 67.41 51.69 53.82 71.49 68.02 61.31 34.82 38.39 34.08

Sample 4 68.25 57.31 61.5 78.42 63.84 74.59 36.15 21.24 24.52

This paper constructed the college student employment position requirement fore-
cast model based on the XGBoost model, and divided the training set and test set with 
a ratio of 4:1 based on the sample set of the online recruitment text of companies.  
To verify the validity of the forecast model, this paper designed a comparative exper-
iment to compare its performance with the Lasso regression model, LSTM model, and 
GA-LSTM model. Figures 7 and 8 respectively give the predicted results of the Lasso 
regression model and the proposed model. It can be known from Figure 7, the Lasso 
regression model failed to well fit the overall trend of the number of employed col-
lege students, the deviation is large, on training set and test set, the RMSE value of 
core influencing factors is 1.4571, and the MAE value is 1.3426. Overall speaking, the  
forecast effect of the model is not satisfactory.

Fig. 7. Forecast results of the Lasso regression model
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Fig. 8. Forecast results of the proposed model

Table 3. Forecast results of different models

Year The Proposed Model Lasso Regression LSTM GA-LSTM Real Value

2011 1.102586 1.427416 3.417251 1.374851 1.01

2012 1.51473 1.928574 3.265982 1.623974 1.69

2013 2.517424 2.362517 7.352184 2.641528 2.53

2014 1.023598 1.302506 2.641279 1.302474 0.92

2015 1.352817 1.382547 3.251741 1.026182 1.47

2016 2.629581 3.201692 9.521486 5.032691 2.35

2017 51.30528 52.41726 42.35128 43.52174 52.6

2018 126.8475 132.581 63.52414 96.35128 124.01

2019 239.5741 162.3958 72.5147 136.5294 236.59

2020 368.5392 374.1203 114.6329 324.5018 374.16

According to Figure 8, the proposed model has fitted the overall rising trend of the 
number of employed college students, and the deviation between the predicted value 
and the real value is small. on training set and test set, the RMSE value of core influenc-
ing factors is 0.324, and the MAE value is 0.223. In contrast, the forecast effect of this 
model is more ideal than that of the Lasso regression model.

Table 3 lists the forecast results of the proposed model, Lasso regression model, 
LSTM model, and GA-LSTM model. Through comparison, it can be seen that the  
predicted value of the proposed model is closer to the real value, and its accuracy is 
higher than that of other models. This paper plotted the forecast results of 2011–2020 
made by the GA-LSTM model which has a relatively good forecast effect, so as to 
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more intuitively compare the performance of the two models, as shown in Figure 9, the 
forecast curve of the number of employed college students of the proposed model is 
basically consistent with the trend of the actual situation, while the forecast curve of the 
GA-LSTM model is obviously different from the curve of real values.

a) GA-LSTM b) The proposed model

Fig. 9. Forecast results of different models for 2011–2020

6	 Conclusion

This paper studied the analysis and forecast of employment position requirements 
for college students based on big data analysis. At first, the recruitment information 
of companies was preprocessed, keywords in the recruitment text were extracted by 
the TF-IDF algorithm in the Python Chinese word segmentation toolkit, words in 
the recruitment text were segmented using the open source tool Word2Vec, and the 
uncounted words in the recruitment text were identified based on the CRF model. Then, 
this paper compared the occurrence probability of skills learnt by college students in a 
certain company employment position with the occurrence probability of the skills in 
all employment positions on the website, so as to find out the core skills learnt by col-
lege students that can match with the job positions required by companies. After that, 
this paper built a XGBoost model to forecast the employment position requirements 
for college students, and verified the validity of the model using experimental results. 
Combining with experiments, this paper compared the proposed keyword extraction 
algorithm with other two keyword extraction algorithms LDA and Textrank, gave the 
comparison results, and verified the accuracy of the proposed keyword extraction algo-
rithm. Moreover, ablation experiments were designed, the performance of different 
text preprocessing methods was compared, and the validity of the method proposed 
in this paper for preprocessing the recruitment text of companies was verified. At last, 
the performance of the proposed model was experimentally compared with the Lasso 
regression model, LSTM model, and GA-LSTM model, and the experimental results 
show that, the forecast curve of the number of employed college students of the pro-
posed model is basically consistent with the trend of the actual situation, and its per-
formance is the best.
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