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PAPER

Continuous and Transparent E-Invigilation  
of E-Assessments

ABSTRACT
A massive number of users are currently utilizing e-learning. Despite the flexibility provided, 
the traditional methods of course delivery are still used, including e-examinations. There is sig-
nificant concern about the potential for cheating. The current solutions in this respect funda-
mentally fail to offer the required level of security. This paper seeks to develop an e-invigilator 
that will provide continuous and transparent invigilation of examinees. The study involves 
a detailed presentation of the proposed architecture and a complete design to be the core of 
the system, which captures, processes, and monitors students in a controlled and convenient 
fashion. The proposed framework prototype was developed, presented, and utilized, involving 
51 participants to conduct an experiment to explore the viability of the proposed framework. For 
all 51 participants in this experiment, the false rejection rate was 0 in 2D facial recognition mode, 
while in 3D facial recognition mode it was 0.04827. Moreover, in order to evaluate the robust-
ness of the approach against targeted misuse, three participants were tasked with a series of 
nine threat scenarios. The false acceptance rate was 0.038 in the 2D mode and 0 in the 3D mode.
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1	 INTRODUCTION

Before what is now called “the digital age,” the first emergence of distance- or 
remount-based learning for the past 100 years was via correspondence and broadcast 
courses [1], [2]. However, the last decade saw significant growth (more than 70 million 
students and 1.2 million teachers across 7.5 million courses played an evolutionary 
role in education development) [3], [4]. Although flexibility has been offered, cheat-
ing, misuse, or unauthorized or illegal help during the e-examinations still raise seri-
ous concerns [5]. In spite of the fact that many researchers have explored solutions 
for this issue, they could not offer the integrity required [6], [7], the transparency [8], 
and/or universality and experimental validation [9]. The number of suggested solu-
tions to minimize cheating behaviors during the online test has varied and can be 
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categorized as the following: human proctoring systems, biometric-based solutions, 
commercial solutions, and system-level security solutions. However, there is still a 
gap in the current online examination regarding sensitive information and user 
authenticity, and it is a vital research area to seek solutions. Therefore, this paper 
explores the feasibility of developing a robust online monitoring environment that 
can provide the same or better levels of security than what current physical centers 
provide. Furthermore, it seeks to research and develop an e-invigilator that will pro-
vide continuous but non-intrusive monitoring; this should be achieved utilizing the 
most transparent and robust biometric modalities.

The rest of this paper is organized as follows: An analysis of the current state of 
the art in the use of biometrics in e-assessment, which goes on to describe the domain 
of active authentication, is presented in Section 2. Section 3 presents the proposed 
system requirements and the development of an overall and complete architecture, 
with Section 4 describing the prototype of the system. Section 5 reflects on the exper-
imental methodology and results before Section 6 presents a discussion. Finally, the 
concluding remarks are presented in Section 7.

2	 LITERATURE	REVIEW

The idea of utilizing a human invigilator and avoiding the technical chal-
lenges involved in electronic monitoring of the e-assessments is supported by 
researchers [10]. Yet studies have reported that this method could face many obstacles. 
The problem of student similarity has been highlighted by Apampa et al. [11], as they 
said the inspector would not be able to differentiate between them. Moreover, there 
could be cooperation between the invigilator and the imposter candidate or a high 
possibility of cheating due to the very close seat distribution [12].

Many other studies have involved the candidate’s biometrics to provide the 
required security; some have adopted a single biometric approach, such as iris rec-
ognition [13] or keystroke recognition [14]. Nevertheless, due to the many limitations 
of this method, other researchers supported the idea of more robust multimodal 
biometrics, such as Asha and Chellappan [15] and Ross and Jain [16]. A user iden-
tification system in the login process along with a continuous authentication strat-
egy have been proposed by [17], utilizing fingerprint and head geometry scanning. 
However, this particular study focused on the learner’s acceptance of multimodal 
biometric systems for verification throughout the online test, and neglected the prac-
ticality, security, applicability, and performance of the proposed method. Asha and 
Chellappan [15] combined physiological (fingerprint recognition) and behavioral 
(mouse dynamics) biometrics in one mouse device. Despite the fact that the mouse 
dynamics method offers secondary authentication, suspicious activities can be done 
due to the very long time required for data collection [18].

The security of online assessments is also enhanced by the approach of real-time 
video proctoring of students [19]. A well-evaluated arbitrary video-based monitor-
ing of e-assessment has been proposed by Ko and Cheng [20]. In order to ensure 
secure examination conditions, relying on audio and video monitoring of the envi-
ronment surrounding the student, the system authenticates the examinee’s identity 
and hence detects or prevents cheating. Weaknesses, however, can be combined with 
this approach, such as the massive storage required to store the recorded videos, the 
long time for reviewing these videos or audios, the potential academic dishonesty, 
the effect of human emotions or bias, and the lack of concentration of the inspector 
during the real-time exam time. In addition to video monitoring, Sabbah [21] has 
suggested a multimodal biometric method employing fingerprint recognition and 
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keystroke analysis. However, the study does not explain how the approaches over-
came the issue of cheating, and there is no experimental validation to examine the 
performance of the biometrics. A prototype proposed by Hernández et al. [22] offers 
student identification (at the beginning of the e-test) using fingerprint recognition 
and synchronized continuous observation of students using a web camera until the 
end of the assessment. Although the study is well evaluated, it does not demonstrate 
how the video monitoring mechanism (during and after the exam) would work. 
Moreover, the role of the fingerprint is limited to merely one-time identification 
rather than continuous verification. Software and hardware solutions have been 
offered in other studies.

Ullah et al. [23] have defined a scheme to secure the online exam relying on a 
profile-based authentication framework, employing the actions of enrollment and 
building the required profile depending on challenging questions. This method could be 
more feasible than biometric authentication; it is, however, intrusive due to the number 
of questions that the candidate should answer. There is also a lack of a clear explana-
tion of how to prevent potential illegal help from the surrounding environment. Pan 
et al. [24] focused their efforts on developing a secure atmosphere for e-examination, 
avoiding utilizing special network topologies and hardware devices. Onyesolu et al. 
[25] recommended a combination between a distributed firewall to control network 
packets from all devices and a fingerprint biometric system for student identification.

A method called RAPTOR has been suggested by Carlisle and Baird [26] as a con-
venient and cost effective approach that requires the students to use a bootable CD 
on their own machine in order to run the e-assessment. Furthermore, instead of a 
CD, Ko and Cheng [27] used a flexible, easy-to-use, and secure Iomega Zip bootable 
disk that contains the essential files for conducting the e-assessment. All these afore-
mentioned systems, however, are dedicated to a very narrow scope of e-tests. [28], 
[29], [30], and [31] are among the most famous commercial companies that offer 
controlled e-examination environments. Yet, all the commercial solutions currently 
fail to reach the necessary level of security and integrity; they are restricted to par-
ticular versions of operating systems (e.g., Windows and Mac); furthermore, none of 
them has completely overcome the problem of widely deployed virtual machines, 
which can be used to run unauthorized actions during the online assessment.

In 2016, many universities across Europe collaborated to create a secure 
e-assessment environment called the TeSLA project [32]. Relying on the combination 
of new technologies in the fields of authentication (e.g., 2D facial recognition, speech 
recognition, and keyboard analysis) and authorship, they are trying to develop a sys-
tem that facilitates e-assessment in such a way that it guarantees that the legitimate 
student has logged in (authentication) and personally takes the exam (authorship). 
Despite the fact that TeSLA is merely “a developing project” and very far from the 
final version to fully judge it, the system gives more weight to many educational and 
ethical aspects than the robustness and transparency of the approach.

All in all, none of the suggested systems, prototypes, projects, or schemes described 
in the literature can play the role of a robust, transparent, secure, feasible, applica-
ble, and continuous authentication system and be a satisfactory alternative.

3	 PROPOSED	SYSTEM	ARCHITECTURE

The proposed system is not an e-assessment system but rather an overarch-
ing system that provides the monitoring and tracking of participants during an 
e-assessment. The idea of developing a system that takes on the role of a physical 
proctor (human) can face lots of challenges, barriers, and requirements, including:
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•	 The system should have the ability to continuously monitor, by biometric means, 
a user in the most convenient fashion possible.

•	 The system should be secure against external and internal threats.
•	 The system needs to use effective mechanisms to mitigate cheating.
•	 The system needs to be scalable to manage the storage, retrieval, and processing 

of biometric samples.
•	 A system that is flexible to enable it to adapt to new monitoring and biometric 

technologies.
•	 A system that is user-centric (through the application of HCI principles).
•	 The system should be platform-independent.
•	 The system needs to minimize specialized hardware.

All these system requirements have been met by utilizing the combination of pro-
cesses within the novel multi-modal biometric framework. The framework employs 
a combination of system-level monitoring and multiple transparent authentication 
techniques.

3.1	 The	overall	architecture

The following proposed architecture can be considered an intensive development 
of a robust online monitoring environment that can provide the same or better levels 
of security than what current physical centers provide. To increase the level of secu-
rity, various monitoring approaches will be utilized. Furthermore, the system also 
tries to prevent cheating behavior. This novel e-invigilation system is designed in a 
modular fashion to incorporate a range of behavioral and physiological biometrics 
(the most user-friendly and robust techniques). This range of techniques provides 
an opportunity to capture biometric samples under a range of different examination 
scenarios (e.g., essay writing, multiple choice test). The overall architecture of the 
proposed E-Invigilation of E-Assessments (EIEA) system is depicted in Figure 1.

Fig. 1. Overall e-invigilation of e-assessment (EIEA) system

The architecture has been designed around two operational objectives: contin-
uous biometric-based monitoring of the participant and system-level monitoring to 
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prevent cheating. On top of this, there is a variety of management-level function-
ality that provides the basis for creating and managing assessments. This can be 
identified within the architectural diagram as the Data Collection Engine, Feature 
Extraction Engine, Biometric Profile Engine, Authentication Engine, Security 
Monitoring Engine, Communication Engine, and Assessment Manager, respectively. 
The architecture permits a degree of client-side pre-processing of biometric samples 
in order to reduce the volume of data to be transmitted and provide an increased 
level of privacy (as template generation is typically a one-way process). The follow-
ing sections will describe the components and processes of the above architecture.

Robust and transparent multi-biometric monitoring. It is obligatory to rely on 
more than one biometric trait to achieve the idea of providing a secure online assess-
ment, given the range of assessment types and hardware availability. Therefore, this 
research proposes the use of multi-biometrics as a robust, reliable, secure, and con-
venient process of continuous, non-intrusive verification beyond the initial iden-
tification or login process. Therefore, the study seeks to combine many biometric 
techniques, including but not limited to: 2D and 3D face recognition, mouse dynam-
ics, keystroke analysis, voice verification, linguistic analysis, eye movements, head 
movements, and iris recognition, in order to achieve and guarantee a secure online 
assessment environment.

Data Collection Engine. The primary role of the Data Collection Engine is to 
capture a user’s input interaction (for both biometric authentication and security 
monitoring). Although platform independency is a feature, the actual samples to be 
captured by this engine will be dependent upon the hardware contained within or 
connected to the machine being used during the e-test. However, the system allows the 
users to decide the level of security during the selection of biometric modalities or the 
security mechanisms to be involved. The Data Collection Engine, as shown in Figure 2, 
contains a number of interfaces that will be utilized in order to capture the input data; 
each of these interfaces captures samples from their respective input devices.

Fig. 2. Data Collection Engine
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To provide continuous identity verification, as depicted in the above figure, the 
data collection engine would basically be able to collect samples from different bio-
metric modalities (multi-biometrics model). Furthermore, in order to maintain secu-
rity, several mechanisms have been developed to enable continuous monitoring of the 
system. These include, for instance, the use of a microphone to record and store the 
entire section and the use of that recording to be pre-processed for voice recognition. 
It is also possible to collect the student’s eye movements from the 3D Camera or Eye 
Tracker device whilst the student is reading or interacting with the machine during 
the exam (for detecting the eye positions whether they are within the screen boundar-
ies or not). With the same former sensors, a student’s head movements can be detected 
while he or she is interacting with the machine, specifying whether they are looking 
at the screen or elsewhere. Once this stage is completed for all the e-assessments, the 
system (Communication Engine) will send an email to the relevant academic that cre-
ated this assessment, telling them that the data collection and processing have finished 
and the data is ready to be rewired. The academic could then log in to the system and 
send a command to the system (via the Assessment Manager) in order to establish 
the individual reviewing to take the final decision (deny or confirm cheating). There 
is no need for academic or student registration as the authentication is managed by a 
plug-in process to the centralized system; there is no need for a username or password 
as the user’s ID is enough to identify the profile against that staff member or student.

Feature Extraction Engine. After capturing and storing students’ biometric 
data, the Feature Extraction Engine will extract all necessary biometric features and 
remove any erroneous ones. As long as a variety of biometric modalities have been 
captured by different devices, the further processing phases for each one will be 
accomplished in a different way. As illustrated in Figure 3, there is a separate fea-
ture extractor agent for each biometric modality that has been captured and stored 
within the system’s database by the Data Collection Engine.

Fig. 3. Feature Extraction Engine

Therefore, the main responsibility of this engine is to extract all potential fea-
tures from the processed data and transform this data into a feature vector that 
encloses the concentrated biometric characteristics to be used effectively for stu-
dent multi-biometric authentication systems. These feature vectors will be consec-
utively transformed into sample templates in a standard format to be stored in the 
Temporary Storage by the Feature Extraction Controller.
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Biometric Profile Engine. The key role of the Biometric Profile Engine is to gen-
erate a variety of biometric profile templates to be utilized by the Authentication 
Engine for classification. In order to accomplish this, many template generation algo-
rithms have been employed to take the sample template from the Temporary Storage 
and produce a unique biometric template (Figure 4). As discussed in the previous 
section, the content of each of these biometric templates is different from one biomet-
ric modality to another. For instance, the template that is generated for the 2D facial 
recognition technique could involve a number of distance measurements between 
key features of a face, while the template generated for the keystroke analysis tech-
nique could involve a number of weight values corresponding to a trained neural 
network for the authorized user. Both the sample template and biometric template 
will be stored within the Profile Storage element by the Biometric Profile Controller.

Fig. 4. Biometric Profile Engine

Authentication Engine. The main functionality of the Authentication Engine is 
to implement the student authentication process. It is this component that has the 
ability to perform authentication for every permutation of the user’s input data sep-
arately. Figure 5 shows that the Authentication Engine consists of an Authentication 
Controller and a number of Authentication Agents (a variable number equal to the 
number of the chosen biometric modalities). The authentication process will be 
achieved by fetching the required user’s input data (a sample template) and the cor-
responding biometric template from the Profile Storage. Basically, the Authentication 
Agent calculates a matching value by comparing the similarity between the sample 
and the biometric profile template, resulting in a matching score. The result of bio-
metric authentication for each individual technique will be sent to the Authentication 
Controller to be compared with a predefined threshold; if the result is less than the 
threshold, the sample(s) will be supposed to be valid, and the authentication process 
then continues without any further action. Nonetheless, if the result exceeds the 
threshold, the sample(s) will be classified as invalid, and the Authentication 
Controller will send the result of biometric authentication of that individual tech-
nique to the Participant Monitoring (in order to make the final decision by the aca-
demic). The raw data in this stage is also necessary, as the Authentication Controller 
brings a copy of these data to send them along with the authentication result (in case 
of authentication failure, to present the related instances of misuse).
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Fig. 5. Authentication Engine

Security Monitoring Engine. While the biometric-based approaches provide a 
basis for continuously verifying the authenticity of the participant, the system has 
also been hardened to detect misuse (e.g., head or eye movements, speech recog-
nition, and etc.) and prevent or minimize the opportunity for cheating. Figure 6 
illustrates there are many system security considerations that have been taken in 
account during the development of EIEA system by preventing test takers from: 
reaching computer resources, ports, or even the network including the internet 
facilities; accessing unauthorized applications prior to and during the e-test; the 
ability to minimize, close, and resize the online assessment window; the ability to 
print, print screen, screen-sharing, desktop capture, or remote access; implement-
ing any capturing functions including: hot keys, copy, cut and paste; reaching any 
computer-based information such as notes, websites, or instant messaging; the right-
click; function keys; browser menu; running virtual machine programs.

Fig. 6. Security Monitoring Engine
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Communication Engine. The Communication Engine provides a communica-
tion interface between the stored data and the online system framework. The device 
that is used for conducting the e-assessment is responsible for capturing biometric 
and security input data (using the available devices) of the student and storing it in 
the system database (e.g., servers). The role of the Communication Engine is to trans-
fer information based on four categories, as demonstrated in Figure 7.

Fig. 7. Communication Engine

Once the authentication input data is collected, it will be retrieved by the 
Communication Engine to be submitted to the Feature Extraction Engine, and 
the stored continuous security detection input data will also be retrieved by the 
Communication Engine to be submitted to the Security Engine. The communication 
engine works as a bridge between the captured biometric and security input and 
the framework. The Communications Engine also enables the Assessment Manager 
to send some high-level commands to the student (e.g. orders for performing 
re-enrolment), the academic (e.g., the need for archiving the entire system database), 
or implement the periodical predefined operations (e.g., implementing automatic 
partial or complete (hot or cold) backup operations to the entire system database 
periodically in order to improve the system performance).

Assessment Manager. The primary role of the Assessment Manager is to enable 
the user to achieve a variety of management-level functionalities that provide the 
basis for creating and managing assessments. There are different views provided 
to the users (i.e., academics and students), a higher administrative authority and 
grants are given to the academic over the student. As illustrated in Figure 8, further 
to the high-level administrative abilities, utilizing these user-friendly interfaces, the 
academic can create and define an exam, view, or even edit existing exams, in addi-
tion to reviewing the authentication and security results to make the final decision. 
The student, on the other hand, can schedule, review, and take available exams, in 
addition to enrolling or reenrolling in the biometric modalities. The system could 
automatically send emails, information, requests, or alarming actions to academics 
and students (if necessary) and also implement periodic functions such as partial or 
complete system database backups.
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Fig. 8. Assessment Manager

4	 PROTOTYPE

Given the flexibility of the aforementioned architecture, a number of decisions 
had to be made concerning the most transparent and robust biometric modality to 
be used in order to provide sufficient continuous identity verification [33], what 
effective security approaches were to be applied or developed, and how to employ 
the most efficient software or hardware to achieve the targeted level of secure 
e-examination and controlled monitoring. Essentially, the intention of the prototype 
is to validate the concept of the model. The prototype was developed not to be a 
complete operational prototype or to implement a full commercial operational sys-
tem, but to provide sufficient functionality in order to address the research ques-
tions that will be identified in the validation stage. Therefore, in order to monitor 
the exam taker and ensure that only a legitimate student is taking the exam, the 
system offers continuous user identity verification employing 2D and 3D facial rec-
ognition biometrics. In order to achieve better performance, the depth information 
was utilized to provide a kind of 3D facial recognition technology, as the actual 3D 
algorithm was not available. A security layer including an eye tracker to follow or 
record the student’s eye movement, speech recognition to detect inappropriate com-
munication, continuous head movement tracking to check whether they were focus-
ing on the computer screen, and multiple face detection. In order to accomplish the 
e-invigilated e-test, there are seven steps (as illustrated in Figure 9) that the student 
needs to follow, including:

– The student needs to go to the university to take the exam on a lab computer 
(or install the system on their personal computer, laptop, or tablet).

– Login with their University credential.
– The student should achieve all the required biometric enrollments (if they have 

not enrolled previously or the re-enrolment process is required as there is an 
order from the academic or administrator to achieve this).

– The system will show student’s exams.
– The student will select the exam to start.
– The invigilation processes will run during the exam time.
– The invigilation (authentication and security) results will be saved on the server 

for later processing.
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Fig. 9. Student subsystem flow diagram

The principle of ease of use has been given a high priority in this part of the 
system; the system provides many simple windows with clear instructions. All the 
student need is to do is to enter their domain username and password, and the sys-
tem will recognize them and lead them to an appropriate page that enables them to: 
Biometric enrolment or re-enrolment, security calibration, review available tests, 
schedule available tests, and take available tests [34]. Once the enrolment process 
is completed, the student can login to the test, and the system will direct them to an 
automated and controlled invigilation environment as shown in Figure 10.

Fig. 10. Student view when taking an e-assessment

From an e-invigilation viewpoint, three small windows on the upper side of the 
e-assessment window present a video stream that the camera is taking for facial 
recognition and student eyes, in addition to other icons that represent other sensors 
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that are in operation (represented by a group of numeric and logical parameters). 
The purpose of these is to provide feedback to the candidate that the e-invigilation 
software is in operation.

5	 SYSTEM	EXPERIMENTAL	VALIDATION

This section presents the validation of the developed system to provide secure, 
flexible, transparent, and continuous identity verification and security level tech-
niques for monitoring users and identifying cheating in e-assessments. Given the 
requirements identified in Section 3, there are core research questions need to 
be answered:

•	 The ability to capture, process, and identify users through the use of biometrics
•	 The ability for the system to identify, track, and monitor users with a view to 

identifying misuse
•	 The operational nature of the whole architecture

5.1	 Methodology

The scenario for the experimental exercise sought to create a real dataset of a rea-
sonable number of real participants over a reasonable period of time of real online 
assessment employing the previously developed prototype. Methodologically, it is 
common to have studies that involve fewer than 20 participants as a targeted base-
line [5], [35]. However, this study sorted to collect that number and managed, during 
the period of collection, to collect 51 participants. The subjects were recruited via 
e-mail or directly. The experiment has been achieved, involving:

•	 Participants were asked to take a controlled or monitored online assessment for a 
maximum duration of 15 minutes as part of their regular participation.

•	 Calibration: the participants calibrate the basic eye movement around the screen 
in order to ensure the right positioning.

•	 Registration: samples of participants’ faces are received and stored in the Intel 
RealSense databases for later 2D and 3D facial recognition.

•	 Biometric student verification in the log-in phase: in each log-in, the verification 
process is done by facial recognition algorithms (2D and 3D facial recognition, 
respectively).

•	 Participants sat for a virtual assessment that contained 30 simple multiple-choice 
questions. It was determined that the test questions would take longer than the 
period required for the capture.

•	 Continuous participant identity verification via the face recognition algorithms, 
as the camera cannot take concurrently 2D and 3D, therefore, a decision was 
taken to take 2D facial recognition mode for 5 minutes and 3D facial recognition 
mode for 10 minutes.

•	 During the experiment, the participants' biometrics/data (2D, 3D, and depth infor-
mation) and eye movement or focus on the screen will be collected using custom 
software for that purpose via a 3D web camera and Eye Tracker sensor then 
saved anonymously in a secure database.

•	 The security subsystems are continuously running, including: Eye tracking 
(in 2D and 3D modes), head movements (in 3D mode only), speech recognition 
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(in 2D and 3D modes), multiple faces detection (in 2D and 3D modes), and the 
entire session sounds recording (in 2D and 3D modes).

The experiment diagram depicted in the Figure 11 shows the flow of all of the 
above biometric identity verification and security restrictions.

Fig. 11. Experiment process diagram
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Threat scenarios. In order to evaluate the robustness of the approach against 
targeted misuse, in addition to the previous 51 regular participations, three partici-
pants were tasked with a series of scenarios that map to typical misuse. A compre-
hensive analysis of the system design has come up with the following nine threat 
scenarios that could represent the typical threats during the e-assessment:

1. The exam taker leaves the location or the chair (no one in front of the camera) for 
a period of time

2. Using the keyboard, mouse, or laptop mouse pad by somebody else, in which the 
other person (the impostor) should be very close to the legitimate participant in 
order to achieve this (two faces in front of the camera)

3. Providing unauthorized help to the participant by answering the questions orally 
by another individual

4. Fixing the camera and the eye tracker in front of the genuine exam taker and 
moving the computer to another illegitimate individual to give unauthorized 
help (e.g., answering the questions for the rest of the test)

5. Turning the head of the participant to the left, right, up, or down (looking for 
unauthorized help from somebody else)

6. Using a photo of a legitimate or genuine exam taker in front of the camera by 
another illegitimate individual (e.g., full-color 2D photo from a tablet or smart-
phone device) try to bypass the 2D and 3D facial recognition continuous verifica-
tion of the student.

7. An impostor uses a 2D photograph of the legitimate or genuine exam taker as a 
mask to bypass the 2D and 3D facial recognition continuous identity verification 
with eye holes and to bypass the eye tracker security via these holes.

8. Another individual pretends to be a genuine exam taker and sits in front of the 
camera for a period of time.

9. Asking the participant to wear relatively dark glasses in order to examine the abil-
ity of the eye tracker’s infrared to penetrate the glasses and to explore whether 
the glasses have any direct impact on the facial recognition performance.

Devices installation. As illustrated in Figure 12, the capturing devices have been 
attached to the computer in front of the participant (the front-facing peripheral F200 
3D camera and The Eye Tribe eye tracker).

Fig. 12. The capturing devices attached to the laptop computer in front of the participant
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5.2	 Results

The experiment results can be divided into:

•	 All regular participations
•	 Threat scenarios results
•	 Operational considerations

All regular participation. The FRR was 0 for every participant in the 2D mode 
and also 0 for 45 of them and less than 0.0965 for the rest 6 in the 3D mode; conse-
quently, for all 51 participants who participated in this experiment, the FRR was 0 
in the 2D facial recognition mode for the best, worst, and average. While in 3D facial 
recognition mode, the best FRR result was 0, and the worst was 0.09655, and hence, 
the average was 0.04827. As a consequence, participants’ results contain 1 to 14 of 
the 146 rejected samples; this more likely means that the participant’s face, at that 
point in time, was not stable, which made the recognition system straggled. All these 
actions and FRR results are summarized in Table 1.

Table 1. FRR results of the 51 legitimate participants

Mode
The FRR of the 51 Regular Legitimate Participants

Best Worst Average

2D Results 0 0 0

3D Results 0 0.09655 0.04827

Based on the above FRR results, the biometric recognition performance was 
very good. The nature of the methodology meant the quality of the samples would 
likely be consistent (i.e., in the same room, with the same illumination, and typi-
cally at the same physical distance within acceptable parameters); therefore, face 
recognition algorithms have proven to work very well when given a steady front 
facial image, and consequently, the experiment has proven that the image cap-
turing was very easy, and hence the recognition system performed properly in 
the classification of that. However, if this system were deployed on more varied 
bases, for instance, on some kind of mobile base platform or at home, where it 
could be dark or the lights off, then the quality and nature of the samples might 
be different. Therefore, care will still need to be taken in poorly illuminated rooms 
or environments where the camera is positioned, where the quality or angle of 
the capture may prove problematic. However, the nature of the eye tracking is to 
ensure that the eyes are in the view of the screen, which is exactly where the face 
recognition camera needs them to be in order to get both eyes; thus, the orienta-
tion is essentially fixed automatically as a product of the design of the system [34]. 
Additionally, the system basically needs appropriate illumination in order to allow 
the user to access the test, so these should help ensure providing the required level 
of illumination during the rest of the test. Furthermore, illumination issues will be 
mitigated with the complete architecture when involving, for instance, advanced 
3D facial recognition or iris recognition technologies that rely on infrared beams 
scanning more than face images and even in completely dark rooms. In general, 
the previous results have shown that the performance of the FRR in the 2D mode 
with regular participation was better than the performance of the FRR in the 3D 
mode. However, to enhance the overall system performance, a flipping strategy 
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between 2D and 3D facial recognition can be employed; for instance, every 3 sec-
onds the mode flips from 2D to 3D, and thus every 6 seconds the system imple-
ments 2D facial recognition.

Threat scenarios results. This particular phase of the experiment has 
proven the system’s ability to identify, track, and monitor users with a view to 
identifying unauthorized help that could be provided by somebody else during 
the e-assessment. In the 2D mode, when participants left the location or chair, 
the camera captured no face in front of it; in addition, the eye tracker lost the 
eye movement information. While in 3D mode, the camera captured no face, no 
head movements, no depth information, and no face expiration information; in 
addition, the eye tracker lost the eye movement information. In real e-assessment, 
with this particular threat, in order to avoid recording a massive number of unnec-
essary misused information (as there is no need to record any more information 
to provide evidence of cheating), the system can implement a time threshold (e.g., 
20 seconds, as the academic could see this time is more than enough to get unau-
thorized help), which represents the maximum period that the participant’s face 
is allowed to be absent from the camera shot before logging the system out auto-
matically and considering the case as an absolute cheating. This strategy can help 
save system resources and consequently enhance the operational nature of the 
whole system.

In the case of somebody else using the keyboard, mouse, or laptop mouse pad, as 
presented in Figure 13, the person should be close enough to the legitimate user to 
do this; the camera captured more than one face in both 2D and 3D modes.

Fig. 13. Multiple face capture

During the real test, the chance to capture two or more faces can occur from time 
to time depending on the surrounding environment; for instance, in a university lab 
where there are many people, they could overlap in the background of the captured 
image. Therefore, a minimum period of time (e.g., a 3 second threshold) can be used 
to decide whether the case of more than one face in the captured image is a potential 
cheating attempt, in order to avoid recording and sending ordinary actions and con-
sider them misuse cases that might distract the academic in the reviewing and judg-
ing phase. Furthermore, it is also possible to append additional policy when multiple 
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face cases occur multiple times with the same strange face; the system could then 
potentially consider them as misuse cases even though they last less than the pre-
defined threshold. Moreover, as the e-assessment could be taken within the institu-
tional examination centers, it could be worth defining a list of exceptional or trusted 
faces (e.g., inspectors’ faces) just in case they would be captured in the background 
during the test. The system should not consider this misuse.

In the third threat scenario, further to the entire session recording process, once 
another individual answered the questions orally, the speech recognition algorithm 
captured the spoken sentence in both 2D and 3D modes (as the recognition system 
is continuously active during the assessment) relying on an English dictionary of 
the most 10,000 words used in the English language, and if there is any spoken 
word or sentence by any person that is picked up with the microphone, then it will 
be recorded and characterized by this recognition system as a potential attack. The 
system could also improve its ability to more effectively detect users with a view to 
identifying misuse by using a different strategy; for instance, if the captured human 
speech was accompanied by more than one face in front of the camera concurrently, 
the system would more likely consider this a cheating attempt.

The result of the fourth scenario has shown that it was very difficult for the 
participant to hold and handle both the camera and the eye tracker and mimic 
their original locations. Therefore, the system captured misuse photos via both 
eye tracker (eye movements) and 3D camera head movement security subsys-
tems. Yet, this particular scenario would not be able to be achieved easily in the 
future planned development of the system, due to the fact that the 3D camera (Intel 
RealSense technology) itself will be built into most types of current computers. 
Furthermore, the eye tracking security process can be accomplished utilizing the 
same 3D camera; thus, the current camera has the ability to provide this, but the 
researcher has preferred to employ a separate eye tracker to achieve the highest 
level of accuracy.

In the case of turning the head to the left, right, up, or down (e.g., looking for 
unauthorized help from somebody else or reading a book or a text on a mobile 
phone), they have completely been captured by Eye Tracker in the 2D mode, and by 
Eye Tracker in addition to the 3D camera, relying on the head movements security 
strategy that were running together in the 3D mode only. Generally, throughout the 
actual test, it is normal for the student to move their head in different orientations 
from time to time. Therefore, it is advisable to define a minimum period of time 
(e.g., a 2 second threshold, as this would be enough time to get unauthorized help 
by looking outside the computer screen) that can be used to decide whether the 
head motion in the captured image is a potential cheating attempt, in order to avoid 
recording and sending ordinary actions and consider them misuse cases that might 
distract the academic in the reviewing and judging phase. Furthermore, the posi-
tion of the face in front of the screen in these four different orientations could also 
be flexible, and appropriate angles could be chosen among a range of maximum 
and minimum parameters. This could provide the system with more flexibility in 
terms of considering whether the student’s head is in an acceptable position or not 
and avoiding sending a massive number of normal or legal face images for review. 
It is also possible to apply additional policy when this type of misuse occurs mul-
tiple times successively; the system could then potentially consider them as mis-
use cases even though they last less than the predefined threshold. Moreover, in 
order to avoid recording a number of unnecessary misused information, the system 
can implement a threshold time (e.g., 20 seconds, as this would be the maximum 
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period of time to get definitely unauthorized help by looking outside the computer 
screen) in which the participant’s face is allowed to look outside the screen before 
logging the system out automatically and considering the case as definitive cheating. 
Additionally, with all the previous head movement potential security policies, if the 
student’s eyes (according to the eye tracker monitoring) were looking continuously 
inside the screen boundaries, then the head orientation can be given wider move-
ment angles than the predefined limitations.

When participants have been asked to put a photo of a genuine exam taker in 
front of the camera (e.g., A full-color 2D photo from a mobile device), the recog-
nition has succeeded for the majority of the samples that have been captured by 
the 2D facial recognition algorithm. However, they have been captured by Eye 
Tracker anyway because there is no eye movement in the photos. In 3D mode, 
the photos have been captured by Eye Tracker in addition to the 3D camera via 
the 3D facial recognition sub-algorithm because there is no depth or head move-
ment information in this mobile 2D image. The absence of eye movements in this 
specific attack was 0 for all eye tracking parameters, which means no human 
was in front of the computer screen and suggests considering this as definitive 
cheating. Therefore, to avoid recording a huge number of dispensable misused 
information, the system can also implement a time threshold that represents the 
maximum period that the participant’s eye tracking information is allowed to be 
0 before logging the system out automatically and considering the case as abso-
lute cheating.

The same can be said for the seventh scenario, which asked the participant to 
behave as an intruder by using a photograph of the legitimate user as a mask with 
eye holes to bypass the eye tracker challenge. The experiment results have shown 
that the holes should be much bigger than the original eyes in order to enable the 
eye tracker to reach the intruder’s eyes. Nevertheless, because there is no depth or 
head movement information in these photographs, this particular attack has com-
pletely failed in 3D mode. As the head movement security represents one of the sys-
tem parameters that could be utilized to identify for sure the presence of the student 
in front of the computer or exam screen, the system could also implement a time 
threshold that represents the maximum period that the head movement informa-
tion is allowed to be 0 (as no head movement is recorded) before logging the system 
out automatically and considering the case as a definite cheating.

In the eighth threat scenario, during both 2D and 3D modes, the system easily 
highlighted that there was another person in front of the camera. With this attack, a 
strict rule could be applied, as whenever an illegitimate person sits the exam in com-
plete absence of the genuine exam taker, the system should treat this as definitive 
cheating without any indulgence; therefore, the system could log out automatically 
after a short time.

Finally, in order to examine the ability of the eye tracker infrared to penetrate 
the glasses and to explore whether the glasses have any direct impact on the facial 
recognition performance, the experimental results have proven that the eye tracker 
infrared beams were penetrating the glasses and achieved the same performance 
without wearing glasses; furthermore, it has also been proven that there is no direct 
correlation between wearing glasses and the performance of the facial recognition 
system. Essentially, when conducting the main experiment, some of the 51 partici-
pants have been wearing different glasses; however, the system has also proven the 
same results in this threat scenario. Table 2 summarizes the results.
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Table 2. Results of the 9 threat scenarios repeated with 3 participants

Threat
Continuous 2D and 3D Facial Recognition Identity Verification  

and System Security

2D 3D Head Eye Speech MultiFace

1     − −

2     − 

3      −

4     − −

5     − −

6     − −

7     − −

8     − −

9     − −

Table 3 demonstrates the results of the 2D and 3D facial recognition FAR of the 
2nd, 6th, 7th, and 8th threat scenarios per participant.

Table 3. The 2D and 3D facial recognition FAR of all the threat scenarios per participant

Threat

FAR Results

2D Mode 3D Mode

User1 User2 User3 User1 User2 User3

2 0 0 0 0 0 0

6 0.076 0.076 0 0 0 0

7 0.038 0.076 0 0 0 0

8 0 0 0 0 0 0

The results were 0 for all cases in both 2D and 3D facial recognition authentica-
tion, except the FAR of participants 1 and 2 of the 6th and 7th scenarios were 0.076, 
0.076, 0.038, and 0.076, respectively, in the 2D facial recognition mode. Therefore, 
the best, worst, and average FAR are summarized in Table 4.

Table 4. The best, worst and average FAR of the three participants in the threat scenarios

Mode Best Worst Average

2D Facial Recognition Results 0 0.076 0.038

3D Facial Recognition Results 0 0 0

In general, the FAR in this phase is just for identification of how reliable the facial 
recognition system is; therefore, one of the reasons why it was not important to test 
with lots of people (more than 3 participants) is because the purpose was not essen-
tially to test the FAR or FRR. The FRR has previously been included in the usability 
analysis simply because if the legitimate person gets flagged up as illegitimate a lot 
of the time, then the academic will spend a very long time reviewing images that are 

https://online-journals.org/index.php/i-jet


iJET | Vol. 18 No. 14 (2023) International Journal of Emerging Technologies in Learning (iJET) 97

Continuous and Transparent E-Invigilation of E-Assessments

perfectly legal, and that will represent a problem in the convenience and usability 
of the system from the academic perspective.

Operational considerations. In some discussions with the participants and con-
ference audience, some people and experts were wondering whether the volume of 
the collected data, including the database and the samples, was feasible or not. In 
terms of the operational aspects and the required space on the disk, the database 
size, including all photos and Intel RealSense DB, was 978.1 MB, which, while not 
a small volume of data, is operationally within limits and demonstrates the ability 
to be scalable (into the order of hundreds (rather than thousands) of simultaneous 
assessments). Detailed data sizes are shown in Table 5.

Table 5. Complete data sizes

 Categorizations
Participants

Per User  All the 51 Users

2D Samples 1 Every 4 Seconds (about 73), 2 MB 3723 Samples, 102 MB

3D Samples 1 Every 4 Seconds (about 146), 4 MB 7446 Samples, 204 MB

Audio Recording 12 MB 612 MB

Eye Tracking 0.6 MB 30.6 MB

Head Movements 0.5 MB 25.5 MB

Total Size 19.1 MB 974.1 MB + 4 MB For DB

In the 2D mode, 73 facial recognition samples per user are captured on average, 
as no more than 2MB on disk is required for these samples per participant. A total 
of 102 MB of storage is used to store 3723 photos across all 51 participants. On aver-
age, 3D facial recognition captures 146 samples per user. Less than 4MB on disk is 
required for these samples per user (the sizes of the 2D and 3D facial recognition 
samples could be reduced if the academic decides to increase the period of taking 
the samples (e.g., > 5 seconds)). A total of 204 MB is used to store 7446 photos across 
all 51 participants. The recorded session (audio) was less than 12 MB per user and 
612 MB for all participants. 30.6 MB is the total size of eye-tracking security data in 
the whole experiment and about half a MB for each user. The required space for 
the data on head movements’ security per participant is 500 KB and 25.5 MB for all 
of them. However, in order to use the available space effectively, compression tech-
niques can be implemented on the stored data, which could reduce the size of the 
stored data, particularly the sound files.

In general, from a processing perspective, it is less time sensitive because the sys-
tem follows a batch processing mechanism; therefore, it can take a long time to com-
plete (it could take a day to come back, which will be perfectly fine). What is required 
is that the system be able to capture and store the information in real-time but the 
actual process of the biometric sample is not very important because the nature of the 
proposed processing itself solves or mitigates the problem as discussed previously.

Basically, the infrastructure of the proposed architecture of the system would 
then need to include three types of servers:

•	 A web application server
•	 A backend processing server
•	 A database server
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In a worst-case-scenario, the web application and database servers could be 
duplicated for the purpose of providing mirror servers for data redundancy. Both 
the backend processing and the web application servers would be quite small 
compared with the database server, as all the collected data would be stored on 
the latter. About 19 MB of data per student, however, can be considered feasi-
ble to store this volume of data (the required space on the database server). For 
example, in Plymouth University, which is one of the largest universities in the 
UK, there are about 25000 students [36]. If they took that test for 1 hour (Four-fold 
the conducted online assessment time during the experiment), this could require 
19 MB (data size for 15 minutes) × 4 = 76 MB per student for 1 hour, which means 
76 MB × 25 K = 1,900,000 MB (1.9 TB) for all the 25000 students. Therefore, this would 
cost the value of a local server with hard drive(s) < 2 TB, and the cost would be about 
$750 [37]. However, if the system in a cloud-based environment (Cloud Server), for 
the same volume of data, the cost would be about $187.00 per month [38]. Therefore, 
these estimated costs can be considered far less than employing hundreds of human 
inspectors (who might be untrusted or inexperienced) to achieve the monitoring 
process on this number of online examinations that should be taken inside the uni-
versity using its resources, including the electricity, computers, equipment, and all 
other infrastructure that would be required to accomplish every test.

6	 DISCUSSION

Generally, in the online assessment environment, the system can face many chal-
lenges; some of them are general and can be controlled in the same way traditional 
examinations would deal with such things as people’s health, cultural, religious, or 
even technological problems. Some people might suffer from health problems such 
as eyesight permanent vision problems (e.g., blindness or being cross-eyed). These 
particular cases, as with the traditional examinations, should be managed by provid-
ing special cases that the institution can specify to make the online examination pos-
sible and secure at the same time. The solution could involve the exclusion of some 
biometric modalities and security restrictions (e.g., iris recognition, eye movements, 
or eye tracking security). Furthermore, as the online examinations are supposed to 
be implemented on a global basis, there are numerus cultures, so the system should 
be fixable and could adapt to deal with them. For instance, some cultures insist that 
women must wear face veils; in this case, the exclusion may include the essential 
biometric modality (i.e., face recognition) rather than the secondary; the alternative 
here should be a range or combination of solid biometric modalities (e.g., iris recog-
nition) in addition to other behavioral biometrics (e.g., mouse dynamics, keystroke 
analysis, eye movements, or head movements).

Other challenges might be related to the student’s ability to always invent new 
ways of cheating, for instance, using a small earphone to hear the answers of some-
body else outside the room. Basically, it is very difficult to read the question in front 
of anyone else but the participant without catching him by the camera. Even though 
they could access the question somehow, the problem can be solved by asking the 
student to show their ears to the camera before the exam starts to take photos of 
them to ensure there are no earphones in there. Fortunately, these photos might 
also be utilized for ear recognition of the student identification in the log-in process, 
providing an additional robust and transparent biometric method.
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Furthermore, a typical problem would be connected to the nature of the exam 
itself, for example, some exams might include particular questions that might need 
relatively long time and/or calculations to be solved, this would require using pen 
and paper apart of the computer/machine being used to achieve the e-assessment, 
or accessing some resources on or out the computer, in this case, when defining the 
exam questions, there is an ability to highlight a specific question and turn off the 
eye tracking security while answering this sort of highlighted questions as might 
be additional work is required, therefore there is expectation for user’s eyes to prob-
ably move from the screen, and in this case this strategy does not allow the system 
to flag misuse. Moreover, another expectation could be applied for open book assess-
ments; in these cases, there is essentially no need for eye tracking, as it is no problem 
if the exam taker looks at the resource or reads text books during the exam.

Due to its transparency and reliability, Intel RealSense face recognition technol-
ogy has been chosen to be the main authentication approach in this e-invigilation 
system. Beyond the former modality, many of the other proposed biometric modal-
ities can be utilized to enhance performance. For instance, low-cost mouse move-
ments and keystroke recognition could provide a high level of transparency and 
usability, in addition to their encouraging implementation, especially in the case 
of combining them with other biometric techniques such as linguistic analysis. 
However, more work is required on those modalities to get them to the point of 
being reliable and implementable within this system.

Both eye tracking (left eye, right eye, and the center point of 30 samples every 
second) and head movement information (Roll, Yaw, and Pitch of 3 ×	25 samples 
every second) are continuously measured and recorded in every test during the 
experiment. This could give the opportunity to explore the possibility of proposing 
that these collected data be employed to produce novel and new behavioral biomet-
ric modalities (namely, eye and head movement biometric modalities), which can be 
utilized as additional non-intrusive and feasible modalities to improve authentica-
tion performance. These eye and head movements are unconscious human behav-
ior, which means people cannot feel anything when they occur. This fact puts these 
techniques at the top of the list of the most transparent biometric modalities list and 
means they can be collected even without the user’s knowledge.

During the experiment, participants' left and right eye images are collected by 
the custom software, as demonstrated in Figure 14. This occurs in the registration 
stage using the 3D camera, which opens the door for utilizing these images (perhaps 
after enhancement processes) for iris recognition as an additional strong biometric 
modality to the system. Iris recognition offers an interesting opportunity as it is gen-
erally considered to be a highly reliable modality with robust performance. However, 
research has not thoroughly investigated to what extent a partial iris image is useful 
in providing identity verification and to what degree of performance; therefore, fur-
ther research needs to be done looking at the use of iris recognition and also the iris 
recognition of partial iris.

Fig. 14. Example of left and right eyes captured photos

The use of an eye tracker in the experiment was interesting as it is an effective, 
efficient, and reliable technique. However, current implementations still require 
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sensitive near-infrared cameras or sensors in order to achieve the eye tracking pro-
cess. Though, the 3D camera has further functionality that could also enable eye 
tracking, which can be considered promising as this type of technology, and partic-
ularly the 3D camera, it will be integrated widely into consumer hardware devices. 
Therefore, it is more likely that all the hardware and software that the proposed 
system needs will be included or installed by default within the devices in the future. 
In order to enhance the overall performance of the continuous identity verification 
system, the collected and saved eye movement information (using the eye tracking 
security system) can be utilized to produce a promising new and very transpar-
ent biometric modality, as it is one of the biometrics that can be collected from the 
face area without any direct connection or even without the student’s knowledge 
(passively).

In both 2D and 3D modes, the speech recognition algorithm captures every spo-
ken sentence, relying on an English dictionary. As part of the aforementioned pro-
totype (section 4), a subroutine called “Language Selection” has been developed and 
can be fetched, enabling the system administrator to easily change the size or type of 
dictionary according to their needs. Since the recognition algorithm can be applied 
on any language and the dictionary language is not restricted to English, system 
users can choose any language they would like (e.g., French, Arabic, or Chinese). As 
long as it captures the start and end of the speech, then the duration of each spoken 
sentence can be calculated. Therefore, in the event of any unauthorized talks that 
happen during the e-assessment, this will give the academic a chance to listen to 
those particular short periods rather than the whole session. Furthermore, these 
captured sentences can be used to facilitate linguistic analysis or even be utilized for 
voice verification purposes as further transparent biometric modalities. Moreover, 
in such a recognition system, the academic can predefine a particular set of words 
to be included in the security subsystem in order to match them with the words of 
the captured sentences; this would help to normalize priorities and consequently 
enhance the captured and reported cases of speech recognition misuse. For exam-
ple, if the test is database systems, then the academic can predefine a group of words 
(e.g., SQL, Attribute, or DBMS) that could be considered more commonly used when 
talking about database system examination, and then the system could prioritize 
presenting these particular sentences as misuse actions over the other sentences.

The inclusion of additional biometric modalities (e.g., iris recognition, scar and 
mole identification, or mouse movement) in the theoretical architecture would deal 
with some threat (e.g., identical twins or even the face veil that some people would 
wear) that the 2D and 3D facial recognition algorithms in the current developed and 
utilized prototype would not be able to recognize. However, the results of the imple-
mented threat scenarios have evidently shown the suggested approach’s ability to 
identify, track, and monitor users with a view to identifying unauthorized assistance 
that could be provided by somebody else during the e-assessment. The resultant FAR 
has proven that the participant biometric modality could not be forged by illegiti-
mate users.

7	 CONCLUSION

To solve a key issue in e-learning (the cheating problem), detailed planning and 
concentration are essential for designing a more secure, transparent, and continu-
ous authentication mechanism for e-assessments. In order to reach an acceptable 
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level that enables this system to be appropriate, various system authentication and 
security requirements were addressed. Hence, the architecture has been designed 
around two operational objectives: continuous biometric-based monitoring of the 
participant and system-level monitoring to prevent cheating. On top of this, there is 
a variety of management-level functionality that provides the basis for creating and 
managing e-assessments.

The paper has experimentally explored the viability of a more secure, transparent, 
and continuous authentication mechanism for e-assessments employing the devel-
oped prototype. The focus was on face recognition as the most transparent multi-
modal (2D and 3D) biometric and novel security features through eye tracking, head 
movements, multiple face detection, and speech recognition. A multiple-scenario 
experiment was conducted, involving 51 participants. For all these participants, the 
FRR was 0 in 2D facial recognition mode, while in 3D facial recognition mode it 
was 0.04827. Moreover, in order to evaluate the robustness of the approach against 
targeted misuse, three participants were tasked with a series of nine threat scenarios. 
The FAR was 0.038 in the 2D mode and 0 in the 3D mode.

The experiment results have also shown the ability of the proposed system to 
capture, process, and identify users through the use of biometrics. The achieved FRR 
has validated to a great extent the usability of the system and its ability to correctly 
recognize a legitimate user utilizing facial recognition in 2D and 3D modes under 
normal use. The results in this context have also demonstrated that the participant’s 
face expressions (e.g., smile or eyebrow down) play no role in the recognition per-
formance. Furthermore, the other factors have no effect on the facial biometric rec-
ognition performance, such as wearing glasses or a head veil during the regular 
experiment test time. The capturing mechanism has been accomplished transpar-
ently during the entire 51 controlled e-assessments with a reliable biometric sam-
pling process.

Furthermore, experimentally, the employed security restrictions have evidently 
identified all the misuses that have been carried out as predefined threats by the 
three participant groups.
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