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Abstract—Signs of psychological crisis can be found in time by analyzing 
the network behavior data of college students, thus providing a basis for early 
warning and intervention. However, existing methods may not only have short-
comings in handling dynamic data and updating models, but also rely too much 
on network behavior data and overlook other factors possibly affecting the 
psychological crisis of college students. In order to overcome these shortcomings, 
this paper aimed to study the psychological crisis prediction of college students 
based on big data mining of network behavior. Network behavior interactive 
prediction was defined to determine the objective function of the constructed 
model. Interactive prediction model framework was presented and the working 
principle of the model was explained. Finally, various early warning indexes, 
which needed to be comprehensively considered in the psychological crisis early 
warning model of college students, were given, and the combination of princi-
pal component analysis (PCA) and support vector machine (SVM) was applied 
to the construction of the early warning model, thus improving its prediction 
effects, generalization ability and interpretability, and reducing the overfitting 
risk and the difficulty of processing high-dimensional data. The experimental 
results verified that the constructed model was effective.

Keywords—network behavior analysis, data mining, psychological health 
of college students, psychological crisis prediction

1	 Introduction

In recent years, psychological problems of college students have increasingly attracted 
attention from various sectors of society [1–3]. In modern society, college students are 
faced with enormous pressure in their studies, daily life, and employment, which easily 
leads to their psychological problems [4–9]. At the same time, network behavior is an 
important way to reflect the psychological status of college students, because the rapid 
development of network technology has made their behavior increasingly diverse in the 
network. Therefore, the psychological crisis prediction of college students based on big 
data mining of network behavior is of important theoretical and practical significance. 
Network behavior data analysis of college students identifies psychological crisis signs 
in time, and provides a basis for early warning and intervention [10–18], thus helping 

208 http://www.i-jet.org

https://doi.org/10.3991/ijet.v18i12.41091
mailto:jzp123004@163.com


Paper—Psychological Crisis Prediction of Students Based on Network Behavior by Big Data Mining

reduce their psychological crisis incidence and improving their mental health level. 
The research results can provide data support and theoretical basis for mental health 
education in universities, which enables the universities to adjust their mental health 
education strategies accordingly and improve the pertinence and effectiveness of men-
tal health education.

Although mental health education of students attracts more and more attention, 
there has been neither extensive research on the stressors of psychological crisis, nor 
targeted research on the psychological crisis early warning of college students with 
varying degrees of psychological crisis. To solve this problem, Jia [19] explored the 
psychological crisis early warning of college students and sports intervention using 
artificial neural network. First, the study determined important evaluation indexes for 
the early warning, and processed the index data using partial least squares, based on 
the adverse reactions and performance of college students in physiological, cognitive, 
emotional, and behavioral aspects. Second, a psychological crisis early warning model 
was established based on the optimized neural network. The study improved the har-
mony search algorithm based on differential evolution algorithm, and used it to opti-
mize the back propagation neural network. The experimental results verified that the 
model was feasible and effective. Liu et al. [20] explored the application of big data 
technology in current psychological management system by investigating psychologi-
cal crisis screening indexes. Data mining technology was used to dynamically manage 
psychological early warning data, and monitor the psychology of high risk group in real 
time, thus improving the accuracy and effectiveness in early identification and warning 
of psychological crisis of students. By combining qualitative and quantitative analysis, 
a series of studies were conducted on three typical network consensus types, namely, 
Internet rumors, network consensus of college students, and public health emergencies, 
in terms of transmission mechanism, early warning, decision-making mechanism, and 
evolution mechanism of network consensus. Based on quantitative statistical analysis,

Although the psychological crisis prediction method of college students based on 
big data mining of network behavior has achieved significant results in many aspects, 
it still has some shortcomings. Psychological crisis identification usually requires the 
evaluation of professional psychologists, and this evaluation process is subjective 
and complex. The psychological state and network behavior of college students have 
strong dynamism and timeliness. Therefore, it is necessary to continuously update the 
model in order to adapt to the constantly changing data environment. However, existing 
methods may have shortcomings in handling dynamic data and updating models. In 
addition, these methods may overly rely on network behavior data and overlook other 
factors, which may affect the psychological crisis of college students, such as family 
background and individual personality, thus may lead to limitations and one-sidedness 
in the prediction results. In order to overcome these shortcomings, this paper studied 
the psychological crisis prediction of college students based on big data mining of 
network behavior. After defining the network behavior interactive prediction of col-
lege students, Chapter 2 determined the objective function of the constructed model. 
Chapter 3 presented the interactive prediction model framework and explained the 
working principle of the model. Chapter 4 gave a variety of early warning indexes to 
be comprehensively considered in the early warning model, and applied the combined 
PCA with SVM for modeling, thus improving the prediction effects, generalization 
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ability and interpretability of the model, and reducing the overfitting risk and the diffi-
culty of processing high-dimensional data. The experimental results verified the effec-
tiveness of the constructed model.

2	 Definition of network behavior interactive prediction  
of college students

Based on big data mining of network behavior, this study divided the psychological 
crisis prediction process of college students into two parts: network behavior interac-
tive prediction, and construction of psychological crisis early warning model.

In terms of network behavior interactive prediction, network behavior data of col-
lege students was first collected from various network platforms, such as social media, 
forums, blogs, and so on, including posted content, comments, “liking”, and reposting. 
Key features of the network behavior were extracted, such as posting frequency, key-
words, emotional tendencies, etc. Then recurrent neural network (RNN) was used to 
model the network behavior data of college students, because RNN processed sequence 
data and captured the network behavior variation features in time dimension.

Fig. 1. Schematic diagram of student network behavior interactive sequence

Figure 1 shows the schematic diagram of student network behavior interactive 
sequence. Network behavior big data used for predicting the psychological crisis of 
college students mainly included the following aspects: 1) Text data: text content from 
social media, forums, blogs, chat transcripts, etc., such as posts, comments, private 
messages, etc., which may contain keywords and emotional tendencies expressing the 
psychological status of college students. 2) Interactive behavior data of college students 
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on network platforms, such as “liking”, reposting, following, favoriting, etc., which 
reflected their social network status and interaction preferences. 3) Time data: network 
behavior time of college students, such as time of posting and commenting, etc., which 
helped analyze the patterns and periodicity of their network behavior. 4) Login and 
online time data: frequency and online time of college students logging into network 
platforms, which reflected their activity level and time distribution in the cyberspace. 
5) Personal information data: personal information of college students on network 
platforms, such as age, gender, university, major, etc., which helped analyze the rela-
tionship between their psychological status and personal background. 6) Multimedia 
data: multimedia content, such as images and videos posted by college students on 
network platforms, which provided intuitive information on their psychological status. 
7) Behavior track data, such as browsing and search records of college students on 
network platforms, which helped understand their interests, hobbies, and focus of 
attention.

Based on the above thinking and the network behavior big data content, used for psy-
chological crisis prediction of college students, this study defined the interactive predic-
tion between students and interactive projects on network platforms. Let vp ∈ Rm∀v ∈ V 
be the student embedding, ip ∈ Rm∀i ∈ J  be the interactive project embedding, V  be the 
student collection, J  be the interactive project collection, R(v, i, p, g) ∈ R be an ordered 
interactive sequence of students and interactive projects, v be one student in V, i be one 
interactive project in J, p be the timestamp of R, and g be the corresponding feature vec-
tor of each interaction between students and interactive projects on network platforms. 
Figure 2 shows the network behavior interaction with timestamps.

Fig. 2. Network behavior interaction with timestamps

Given the historical interaction SR of a set of students and interactive projects, the 
network behavior interaction prediction of college students aimed to learn the future 
student embedding vp+Δ and the future interactive project embedding ip+Δ, and predict 
the interactive behavior of student v with which interactive project at p + Δ time in the 
future.

Let Q1, …, Q4 be the trainable parameters, χ be the bias vector, v– and i– be the static 
embeddings of students and interactive projects, vp+Δ be the output of the shift embed-
ded module, and ip+Δ–1 be the embedding of interactive projects before the p + Δ time, 
then the prediction function of interactive project embedding in the prediction model 
constructed in this study was as follows:

	 j Q v Q v Q i Q ip p p� � � �� � � � �� � �1 2 3 1 4 � 	 (1)
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In order to train the parameters Q1, ..., Q4 in the constructed model, this study mini-
mized the L2 difference between the predicted and the actual interactive project embed-
ding jp and ji, when students interacted with interactive projects on network platforms. 
Let μV and μp be the scaling parameters, then specifically the constructed model aimed 
to minimize the loss function shown in the following formula:

	 min
( , , , )

j j v v i ip p V p p I p p
v j p g R

� � � � �� �
�

� 2 1 2 1 2
� � 	 (2)

3	 Interactive prediction between students and interactive 
projects based on RNN

Fig. 3. Interactive prediction model framework of network behavior of college students

The RNN used for network behavior interactive prediction of college students con-
sisted of three modules, namely, graph convolutional network (GCN) module, RNN 
module, and shift embedded module. First, the relationship between students and inter-
active projects was captured using the GCN module, and their representations were 
obtained. Then the embedding of students and interactive projects was dynamically 
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updated using the RNN module in order to capture their changing characteristics over 
time. Finally, the shift embedded module was used to predict the behavior track of 
students at a certain point in the future, thus achieving network behavior interactive 
prediction of college students. This method integrated student-interactive project rela-
tionships, dynamic features, and temporal information, which helped improve the pre-
diction accuracy and generalization ability. Figure 3 shows the interactive prediction 
model framework of network behavior.

The GCN module was used to capture auxiliary information between students 
and interactive projects. By learning on the relationship graph between students and 
interactive projects, the GCN module obtained their representations, which were 
constructed based on the original interactive graph between students and interaction 
projects according to second-order similarity. The second-order similarity represented 
the similarity between students or between interactive projects, which helped explore 
potential connections. Let Xv ∈ R|V|×|V| and Xi ∈ R|J|×|J| be the adjacency matrices of the 
second-order similarity graph between students and between interactive projects; ele-
ment Xv

ij in the i-th row and j-th column in Xv be the number of interactive projects that 
have interacted with both student i and student j simultaneously in the entire interactive 
sequence collection of students and interactive projects ξ; |V| and |J| be the number of 
students and interactive projects in student collection V and interactive project collec-
tion J, respectively; Ov ∈ R|V|×cv and Oi ∈ R|V|×ci be the static feature matrices of students 
and interactive projects, which were constructed based on their corresponding static 
features, with cv and ci as feature dimensions.

Ov and Oi were updated by aggregating the representations of adjacent entities using 
the feedforward layer. Let Fv

k and Fi
k be the hidden representation matrices of students 

and interaction projects in k-th layer; F Ov v
0 =  and F Oi

k
i=  be the initialized representa-

tion matrices in 0 layer; Xv and Xi be the adjacency matrices of student v and interactive 
project i; Cv and Ci be the diagonal matrices of Xv and Xi; Qv

k and Qi
k be the trainable 

weight matrices in k-th layer; ε be a nonlinear activation function; and K be the total 
number of layers. The feedforward propagation expressions between layers were given 
as follows:
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Let Fv
K and Fi

K be the final output of the GCN module; g be the interactive fea-
ture vector from students to interactive projects; ev and ei be their combinations, which 
were used as auxiliary features for learning dynamic student and interactive project 
embeddings.

Two RNN modules were used to dynamically update the embeddings of students 
and interactive projects, respectively. The two modules projected the embeddings of 
students and interactive projects into the same embedded space through mutual learn-
ing. The RNNs captured the changing characteristics of student and interactive project 
behavior over time, because they were able to process temporal data. Based on this 
idea, let vp and ip be the dynamic embedding of student u and interactive project i at  
p time; ev and ei be the auxiliary features learned from the GCN module; σ be a sigmoid 
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function; Q Qv v
1 2, ,  be the parameter matrix of student RNN; Q Qi v

1 3, ,  be the param-
eter matrix of interactive project RNN. The embedding iteration update formulas of 
students and interactive projects were given as follows:

	
v Q v Q i Q e
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	 (4)

Shift embedded module was used to predict the student embedding at a certain 
point in the future, which predicted the student embedding at p + Δ time in the future, 
based on the student embedding at current time, thus predicting the student behavior 
track in the future. Let Δ be the time interval from the last interaction between students 
and interactive projects, QR be the parameter matrix of the linear layer, χ be the bias, 
h(Δ) = Qt·log (o + Δ) be the function used to convert c into a context vector about 
time, Qt be the trainable parameter, and ˆ

+∆pv  be the predicted student embedding at 
p + Δ time. After adjusting the internal memory vp

R, which was obtained using linear 
layer based on time interval information, this study obtained vp

R, which formed shifted 
student embedding after combining with vp

R. The detailed representations of the shift 
embedded module were given as follows:
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4	 Construction of psychological crisis early warning model  
of college students

Multiple early warning indexes needed to be comprehensively considered in the 
psychological crisis early warning model of college students. Combined with the net-
work behavior interactive prediction results, the following eight early warning indexes 
were selected for the constructed model: 1) network behavior index, including posting 
frequency, keyword usage, emotional tendencies, interactive behavior, such as “liking”, 
comments, reposting, etc., which reflected the activity level and psychological status 
of college students in the cyberspace. 2) Academic performance index, such as average 
scores, number of failed courses, etc., which reflected the learning status of college 
students, because academic stress may be related to their psychological crisis. 3) Social 
relationship index, such as size of social circle, social activity participation, etc., which 
reflected the social status of college students, because loneliness and social support may 
have an impact on their mental health. 4) Living habit index, such as regular routines, 
healthy diet, etc., which reflected the quality of life of college students, because bad liv-
ing habits may increase their psychological stress. 5) Family background index, such as 
family economic status, family relationships, etc., which reflected the family environ-
ment of college students, because family factors may affect their mental health. 6) Indi-
vidual personality index, such as introversion, extroversion, neuroticism, etc., which 
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reflected the personality characteristics of college students, because certain personalities 
may be more likely to lead to their psychological problems. 7) Psychological test index, 
such as anxiety, depression, stress and other psychological test scores, which directly 
reflected the psychological status of college students and provided important basis for 
the early warning model. 8) Historical psychological crisis event index, such as past 
psychological counseling records, psychological crisis events, etc., which helped iden-
tify college students at risk of psychological problems.

In terms of model construction, this study first integrated the predicted network 
behavior interaction data of college students with existing psychological crisis label 
data, thus forming a complete training set. PCA method was used to reduce the dimen-
sions of the integrated data, extract the main features, and reduce the computational 
complexity. SVM was used to construct a psychological crisis early warning model 
of college students, based on the dimension-reduced data, because SVM had strong 
classification ability and effectively distinguished college students with different psy-
chological states. The trained SVM model was used for psychological crisis early warn-
ing. Timely psychological intervention and support were provided for college students 
according to the warning results. Application of combined PCA with SVM to the model 
construction not only improved the prediction effects, generalization ability and inter-
pretability of the model, but also reduced the overfitting risk and the difficulty of pro-
cessing high-dimensional data.

It was assumed that there were n rows of psychological crisis label data with m 
feature dimensions, and aij represented the j-th dimension attribute of the i-th row data, 
then A was an n × m matrix, which was constructed based on aij. Let V be the matrix 
composed of eigenvectors of the covariance matrix D corresponding to A, which was 
the matrix of m × l. Data matrix of C = AV was obtained through dimensionality reduc-
tion of A, where C is the matrix of n × l. Let gj (j = 1, 2, …, n, n ≤ m) be the linear com-
bination principal component, then there were:

	

g a a a
g a a a

g a a

m m

m m
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2 21 1 22 2 2

1 1 2
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	 (6)

In order to minimize the information loss from the principal components, coefficient 
φij should be selected appropriately to ensure that gj met:

(1)	No correlation between gi and gj (i ≠ j);
(2)	g1 had the largest variance among various linear combinations of a1, a2, ……, am. And 

g2 was not correlated to g1, and had the largest variance among various linear com-
binations of a1, a2, ……, am. By analogy, g2 was not correlated to g1, g2, ……, gn–1, 
and had the largest variance among various linear combinations of a1, a2, ……, am.

Therefore, g1, g2, ……, gn were considered as the first to n-th principal components 
of ai(i = 1, 2, ……, m).
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Let {(a1, b1), (a2, b2), ..., (am, bm)} be the initial training set, ai ∈ Rm and b ∈ {–1,1). 
Based on the idea of kernel method, kernel function L(ai · aj) satisfying Mercer theorem 
was found in the input space. For ease of calculation, dot product operation ψ(ai)ψ(aj) 
in high-dimensional feature space was replaced with the kernel function operation 
L(ai · aj) = ψ(ai)ψ(aj) in low dimensional space. The following formula was used to 
solve the optimal hyperplane of psychological crisis early warning of college students 
in SVM.

	

max ( ) ( , )

. . , ,

Q bb L a a

s t b D i

i
i

m

i b i j i j
i

m

i i i

β β β β

β β

= −

= ≤ ≤

= =
∑ ∑
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m 	 (7)

The corresponding decision function expression was given as follows:

	 g a sign b L a ai i i
i

m

( ) ( , ) **� �
�
�
�

��

�
�
�

���
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1

	 (8)

For psychological crisis early warning combining PCA with SVM, different combi-
nation methods should be taken into consideration. As for the first combination method, 
this study extracted the principal component score b1 of data after making PCA of raw 
data, which aimed to reduce data dimensions, noise and redundant information, thus 
improving the model’s performance. The the raw data was input into the SVM model 
for training and prediction, which obtained prediction result b2. Finally, the score b1 and 
result b2 was linearly combined to calculate output b, which was the final prediction 
result.

	 b x b x b� �1 1 2 2 	 (9)

As for the second combination method, PCA of raw label data of psychological crisis 
was made first to extract the principal components of data, which also aimed to reduce 
data dimensions, noise, and redundant information. Then the principal component data 
was input into the SVM model. Finally, the final prediction result was obtained through 
SVM training and prediction.

	 b SVM PCA A= ( ( )) 	 (10)

Both methods attempted to improve the model performance by comprehensively 
utilizing the advantages of PCA and SVM. The first method fused the prediction results 
of PCA and SVM through linear combination. While the second method directly input 
the data, which was processed by PCA, into the SVM model, which enabled the SVM 
to predict more accurately based on the dimension-reduced data. The specific combi-
nation method should be chosen based on actual data, model performance, and needs.
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5	 Experimental results and analysis

According to the impact of dynamic embedding size on model MRR as shown in 
Figure 4, the model performance with different scaling parameters was analyzed using 
two indexes, Recall@10 and Mean Reciprocal Rank (MRR). In terms of Recall@10 
index, the model achieved the best performance with 0.318 recall rate, when the scaling 
parameter was 6. While the recall rates with other scaling parameters (2, 4, and 8) were 
0.312, 0.316, and 0.311, respectively, which were not significantly different, indicat-
ing that the model found relevant network behavior interactive prediction of college 
students more accurately with 6 as the scaling parameter. In terms of MRR index, the 
model also achieved the best performance with 0.132 MRR, when the scaling param-
eter was 6. While the MRRs of other scaling parameters (2, 4, and 8) were 0.13, 0.13, 
and 0.129, respectively, which were very close, indicating that the model had good 
sorting effects for the interactive prediction with 6 as the scaling parameter. Therefore, 
6 was determined as the scaling parameter in order to achieve higher recall rate and 
sorting effects.

Fig. 4. Impact of dynamic embedding size on model MRR
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Fig. 5. Impact of dynamic embedding size on MRR

Based on the impact of dynamic embedding size on MRR as shown in Figure 5, the 
model performance with different dynamic embedding sizes was analyzed using two 
indicators, Recall@10 and MRR. In terms of Recall@10 index, the model achieved 
the best performance with 0.317 recall rate when the dynamic embedding size was 64, 
and achieved the second best performance with 0.314 recall rate when the size was 32. 
With 16 and 128 as the dynamic embedding sizes, the recall rates were 0.305 and 0.31, 
respectively, which were relatively low, indicating that the model found relevant net-
work behavior interactive prediction more accurately with 64 as the dynamic embed-
ding size. In terms of MRR index, the model also achieved the best performance with 
0.133 MRR when the dynamic embedding size was 64, and achieved the second best 
performance with 0.131 MRR when the size was 32. With 16 and 128 as the dynamic 
embedding sizes, the MRRs were 0.127 and 0.129, respectively, which were relatively 
low, indicating that the model had good sorting effects for network behavior interac-
tive prediction with 64 as the dynamic embedding size. Therefore, 64 was set as the 
dynamic embedding size in order to achieve higher recall rate and sorting effects.

Table 1 presents the comparative experimental results of different models. It can be 
seen from the table that the two indexes of MRR and Recall@10 are used to analyze the 
performance of different prediction models. The model in this study had the best per-
formance, with 0.201 MRR and 0.323 Recall@10, which was close to the performance 
of Naive Bayes, indicating that the model in this study had good performance in deal-
ing with network behavior interactive prediction of college students. The performance 
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of GCN, k-Nearest Neighbor (NN), and recurrent recommender network (RRN) 
models was moderate, especially GCN and k-NN, with 0.234 and 0.312 comparable 
Recall@10. The RRN had 0.093 MRR, and 0.179 Recall@10. While the performance 
of Bidirectional Encoder Representations from Transformers (BERT), Time-Long 
Short-Term Memory (LSTM), XGBoost, DeepCoevolve, and LightGCN was rela-
tively weak on this issue, especially XGBoost, which had relatively low 0.009 MRR 
and 0.012 Recall@10. In summary, the model in this study had high performance in 
network behavior interactive prediction of college students, while BERT, Time-LSTM, 
XGBoost, DeepCoevolve, and LightGCN had relatively weak performance.

Table 1. Comparative experimental results of different network behavior  
interactive prediction models of college students

Method
LastFM

MRR Recall@10

BERT 0.061 0.121

Time-LSTM 0.070 0.142

RRN 0.093 0.179

Transformer 0.203 0.312

GCN 0.154 0.234

XGBoost 0.009 0.012

DeepCoevolve 0.019 0.043

LightGCN 0.042 0.073

k-NN 0.187 0.312

Naive Bayes 0.196 0.322

Model in this study 0.201 0.323

Table 2. Principal component score coefficient matrix

Index F1 F2 F3 F4

Network behavior –0.020 –0.100 0.512 –0.51

Academic performance –0.021 –0.112 0.512 –0.049

Social relationship 0.119 –0.361 –0.129 –0.201

Living habit 0.102 –0.419 0.091 0.072

Family background 0.009 0.132 –0.089 0.741

Individual personality 0.310 –0.059 –0.039 –0.158

Psychological test 0.254 0.031 –0.034 –0.088

Historical psychological crisis event 0.192 0.151 –0.109 –0.571

Main indexes and differences of four factor score models (from F1 to F4) were ana-
lyzed, based on the provided principal component score coefficient matrix (Table 2). 
F1 factor focused on personal psychological and social characteristics, and the main 
indexes of its score model included individual personality (0.310), psychological test 
(0.254), historical psychological crisis event (0.192) and social relationship (0.119), 
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with the indexes of individual personality and psychological test having the greatest 
impact on the factor. F2 factor focused on indexes with negative impact, such as living 
habit and social relationship, and the main indexes of its score model included living 
habit (–0.419), social relationship (–0.361), academic performance (–0.112), and net-
work behavior (–0.100), with the living habit index having the greatest impact on the 
factor. F3 factor focused on the characteristics of network behavior and academic per-
formance, and the main indexes of its score model included network behavior (0.512), 
academic performance (0.512), living habit (0.091), and family background (–0.089), 
with the indexes of network behavior and academic performance having the same 
greatest impact on the factor. F4 factor focused on characteristics related to family 
background, psychological crisis event and network behavior, and the main indexes 
of its score model included family background (0.741), historical psychological crisis 
event (–0.571), and network behavior (–0.51), with the family background index hav-
ing the greatest impact on the factor.

Prediction results of the SVM model were analyzed based on the above table 
(Table 3). Among the five sample groups, the accuracy of the SVM model fluctuated 
between 90.87% (Groups 2 and 3) and 75.59% (Group 1), with an average accuracy 
of 84.18%. The first-type error rate fluctuated between 0.12% (Group 3) and 18.21% 
(Group 1), with an average error rate of 9.14%. The second-type error rate fluctuated 
between 0.09% (Group 2) and 9.33% (Group 5), with an average error rate of 7.33%.

Table 3. Prediction results of single model

Sample Group 1 2 3 4 5 Average Value

Accuracy 75.59% 90.87% 90.87% 81.79% 81.79% 84.18%

First-type error rate 18.21% 9.12% 0.12% 9.12% 9.12% 9.14%

Second-type error rate 9.15% 0.09% 8.98% 9.21% 9.33% 7.33%

Table 4. Prediction results of combined model

Sample Group 1 2 3 4 5 Average Value

Accuracy 90.87% 99.99% 90.87% 90.87% 81.91% 90.90%

First-type error rate 9.01% 0.13% 9.12% 0.01% 9.21% 5.50%

Second-type error rate 0.00% 0.01% 0.04% 9.13% 9.24% 3.68%

Table 4 shows the prediction results of combined model. Among the five sample 
groups, the accuracy of the combined prediction model fluctuated between 81.91% 
(Group 5) and 99.99% (Group 2), with an average accuracy of 90.90%, indicating that 
the model had better overall performance in network behavior interactive prediction 
compared with the single model. The first-type error rate fluctuated between 0.01% 
(Group 4) and 9.21% (Group 5), with 5.50% average error rate, indicating that this 
model had a lower error rate than the single model when predicting non-positive sam-
ples as positive ones. The second-type error rate fluctuated between 0.00% (Group 1) 
and 9.24% (Group 5), with 3.68% average error rate, indicating that this model also 
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had a lower error rate than the single model when predicting positive samples as non- 
positive ones.

In summary, the constructed combined prediction model had very good overall 
performance in network behavior interactive prediction of college students, with high 
accuracy and relatively low first-type and second-type error rates. Compared with the 
single model, the combined prediction model improved its performance in terms of 
accuracy and the first-type and second-type error rates, which verified the effectiveness 
of combining PCA with SVM in psychological crisis early warning of college students 
in this study.

Table 5. Prediction results of models

Group Logistic 
Regression

Traditional BP 
Neural Network

Single SVM 
Model

Model in this 
Study

Accuracy 70.41% 74.49% 84.18% 90.90%

First-type error rate 14.79% 10.88% 9.14% 5.50%

Second-type error rate 14.79% 14.47% 7.33% 3.68%

Total error rate 29.58% 25.35% 16.47% 9.18%

Prediction results of different psychological crisis early warning models for college 
students were compared and analyzed according to Table 5. It can be seen from the 
table that the model in this study had the highest accuracy of 90.90%, which is signifi-
cantly superior to other models. The single SVM model had the second highest accu-
racy of 84.18%. The accuracy of traditional BP neural network and logistic regression 
models was 74.49% and 70.41%, respectively. The model in this study had the lowest 
first-type error rate of only 5.50%, which was much lower than that of other models, 
the lowest second-type error rate of 3.68%, which was significantly better than that of 
other models, and the lowest total error rate of 9.18%, which was much lower than that 
of other models. In summary, the model in this study had better performance in psycho-
logical crisis prediction of college students than that of other three models, in terms of 
accuracy, the first-type and second-type error rates, and total error rate. Therefore, this 
model had high predictive performance and practical value in the psychological crisis 
early warning of college students.

6	 Conclusion

This study was about the psychological crisis prediction of college students based 
on big data mining of network behavior. After defining the network behavior inter-
active prediction of college students, the objective function of the constructed model 
was determined. This study presented the interactive prediction model framework and 
explained the working principle of the model. Then various early warning indexes were 
given, which needed to be comprehensively considered in the psychological crisis early 
warning model of college students, and the combination of PCA and SVM was applied 
to the construction of the early warning model, thus improving its prediction effects, 
generalization ability and interpretability, and reducing the overfitting risk and the dif-
ficulty of processing high-dimensional data.
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Comparative experimental results of different prediction models were presented, 
which verified that the model in this study had high network behavior interactive pre-
diction performance of college students. Main indexes and differences of four factor 
score models were analyzed, based on the provided principal component score coef-
ficient matrix. Prediction results of single and combined model verified the effective-
ness of combined PCA with SVM in psychological crisis early warning. Prediction 
results of different models were compared and analyzed, which verified that the model 
in this study had high predictive performance and practical value in the early warning. 
Finally, psychological crisis risk level distribution on positive and negative samples 
was provided, and the analysis results were presented.
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