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PAPER

Design of a Machine Learning Model to Predict 
Student Attrition

ABSTRACT
Higher education institutions are facing a major issue with student dropout rates, which is a 
global phenomenon that affects a significant portion of enrolled students, particularly those 
in their first year. The challenge is how to retain students who do not meet requirements 
during their first year and are at high risk of dropping out, which can have significant eco-
nomic and social consequences as well as personal ramifications for the students themselves. 
Universities must prioritize identifying at-risk students and providing targeted assistance to 
prevent them from leaving the system. Machine learning (ML) models have proven effective 
in identifying students at risk of dropping out with a high degree of accuracy. In this study, 
we aim to construct a machine learning model using data extracted from the administration 
system (Neptun) to predict student dropout rates in the Business Informatics BSc course at the 
Faculty of Finance and Accounting of Budapest Business School.
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1	 INTRODUCTION

The BSc. in Business Informatics, offered by the Faculty of Finance and Accounting 
at Budapest Business School, was introduced in the academic year 2011–12 with an 
initial enrollment of 149 full-time students. Since its inception, the program has been 
consistently popular among students, with a steady increase in the number of both 
full-time and part-time students over the years. While approximately 400 students 
begin the program each year, only approximately half complete it, with the other 
half dropping out of the university. This dropout rate is not exceptional and is on par 
with the average rate for higher education institutions in Hungary [24]. However, 
reducing the dropout rate is a top priority for universities, as it is an important indi-
cator of educational quality [17] [19] [22]. It is crucial to implement measures to 
prevent students from dropping out without compromising the quality of education. 
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Improving student performance is vital and should be the focus of interventions 
aimed at reducing dropout rates while meeting training and output requirements.

Defining the concept of dropout is challenging, and its lack of clarity has been a 
recurring theme in research [20] [25]. Broadly speaking, it refers to instances where 
a student exits higher education without earning a degree, either voluntarily or due 
to institutional factors [9]. However, leaving an educational program does not neces-
sarily equate to ending one’s higher education studies altogether, as the student may 
opt to enroll in another institution or course of study or pursue further education 
abroad. For the purposes of this study, dropouts are defined as those students who 
withdraw from the Business Informatics program without completing their studies.

Student dropouts can occur due to various factors, including family background, 
inadequate social connections, employment, poor relationships, lack of motiva-
tion, insufficient persistence or skills, previous academic struggles, stress, disen-
gagement, self-evaluation issues, poor academic performance, financial hardships, 
unexpected external problems, classroom environment, teacher engagement, and 
course material, among other factors [1] [6] [7] [11] [18]. While these factors may 
indicate a student’s risk of dropping out, gathering data, particularly sensitive data 
such as parental educational background and financial status, can be problematic. 
Additionally, certain indicators of dropout, such as motivation and engagement, are 
difficult to quantify. It is essential to note that these factors alone may not result in 
dropout, as the phenomenon is complex and multifaceted.

Student performance is a significant indicator of dropout [2]. Many studies, both 
national and international, have shown that students who perform poorly in their 
first semester are at a higher risk of dropping out, especially among first-year stu-
dents [8] [12]. Therefore, it is crucial to identify students who are at risk of dropping 
out as early as possible. Once a student has decided to leave their studies, it becomes 
difficult to retain them. Early identification can take place even before the start of 
studies by analyzing student data from the time of admission using statistical pro-
cedures. However, these data may be sensitive and difficult to collect or measure, as 
mentioned earlier. Another way to identify students at risk is to monitor their activ-
ity and performance from the beginning of their studies. One effective method is to 
use a specific learning management system (LMS) such as Moodle and its machine 
learning (ML) models, to identify students who are lagging. It is possible to detect 
students who are not completing courses with high accuracy within a few weeks of 
starting their studies [4].

The cause of dropout can be difficult to pinpoint; however, it can be identified 
by monitoring student performance. The key to successful completion of a course 
is active learning and consistently good performance. Poor academic performance 
can indicate a student at risk of dropping out or a student who may lose interest 
in further study, even if there are no particular reasons for leaving the course. It is 
important to focus on student engagement and intervention in the learning process 
to help reduce drop-out rates and ensure successful course completion.

2	 A	MACHINE	LEARNING	MODEL	TO	IDENTIFY	STUDENTS		
AT	RISK	OF	DROPPING	OUT

As higher education becomes increasingly populated, tracking the performance 
of each student and identifying students at risk of failing or dropping out is almost 
impossible without IT systems. However, ML methods, which can be considered 
part of artificial intelligence (AI), can help address this problem [13–16] [21] [23] [26]. 
Predictive models can be used to effectively identify students at risk of dropping 
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out, but this is only possible with well-designed models. To build an effective model, 
it is not enough to simply feed students’ data into the model; this is a much more 
complex task, and many factors need to be considered [3]. The basic requirement 
for building models is that data be available in bulk. These include designing the 
indicators that are most correlated with the target function, determining the most 
efficient model structure, and ensuring that the models are not sensitive to changes 
that may occur (e.g., curriculum changes). Before building models, it is useful to 
conduct a learning analysis to identify indicators of dropout. Learning analytics (LA) 
is the collection and analysis of data on learners and their environments to under-
stand learning processes and improve learner outcomes. LA is a multidisciplinary 
field that includes ML, AI, information retrieval, statistics, and data visualization [5].

The basis of effective learning and teaching is the precise definition of the 
requirements for the fulfillment of the subject [10]. The performance can be mea-
sured based on the requirements, which are generally measured on a five-point 
scale with grades in Hungarian higher education. The collection of data (grades) 
and the definition of indicators of student performance are simple in this case since 
the academic results are available in the student administration system (Academic 
Management System) (Neptun). Well-designed ML models can be built based on stu-
dent performance indicators. With these models, student attrition can be predicted.

2.1	 Data	cleaning,	statistical	analysis,	feature	definition

For the model building, data extracted from the student administration system 
(Neptun Student Administration System) was used. These were data that were 
available for all students and that, according to Demcsákné and Huszárik’s study 
“Attrition Studies in Higher Education,” are the most prominent indicators of drop-
out in Hungary. According to the study, these are student demographic character-
istics (gender, age), education characteristics (number of passive semesters, work 
schedule, type of financing), and regional characteristics (region of residence) [9]. 
Data were taken from the Neptun system from the first semester of 2011 to the sec-
ond semester of 2022 in Excel spreadsheets.

Each table contained the following information: date of birth, gender, place of 
residence (city), degree grade, admission score, date of admission to the university, 
financial status (fee-paying, self-paying), number of active semesters, number of pas-
sive semesters, student status (in, out), and degree result. Next was the list of courses 
taken by the student in the semester, which included the following information for 
each course: course code, credit of the course, total number of times the student 
enrolled in the course, semester the course was taken, course requirement (teachers’ 
signature, term mark, exam mark), and whether the course was passed or not.

The data was aggregated and then cleaned. In the first step, the records of stu-
dents whose status were inactive, i.e., they had left the university with or without a 
degree, were deleted. The records of students whose date of admission had multiple 
values were deleted. This special case can occur when a student is admitted in a 
given academic year, has an active status for a period of time, completes some sub-
jects, then drops out and reapplies to the university. After successful readmission, 
he or she accepts the previously completed courses and continues his or her studies. 
These cases led to anomalies in the model and were therefore removed from the list. 
In total, we ended up with data on 1851 students, for each of whom it was possible 
to determine in which semester they were admitted to the university and whether 
or not they had obtained a degree. The dropout rate of the participants in the study 
was 49.97%, with 925 students out of 1851 dropping out.
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2.2	 Descriptive	statistical	analysis	of	data

The dropout rates for the groups by different criteria are shown in the subse-
quent figures. The interpretation of the graphs is given below.

2.3	 Gender and	dropout	rate

There is a significant difference between the genders when comparing dropout 
rates. The ratio of males to females is 1362 males and 489 females out of 1851 stu-
dents. The dropout rate for males is 55%, while for females, it is slightly lower at 
35%, as illustrated in Figure 1.
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Fig. 1. Gender dropout rate

2.4	 Type	of	finance

Based on the form of funding, students were divided into two groups: those 
receiving some type of financial subsidy and those paying a tuition fee. Figure 2 
shows the dropout rates of the two groups. The dropout rate is 49% for subsidized 
students and 57% for those who are self-financed. The dropout rate is higher for 
self-financed students, but the difference is not significant.
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Fig. 2. Dropout rate by funding of training
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2.5	 Type	of	training

Figure 3 shows the dropout rates of students grouped by type of training (full-
time, part-time). The dropout rate for full-time students is 47%, while for part-time 
students, it is 62%. Therefore, the dropout rate of correspondence students is higher 
than that of full-time students. The majority of correspondence students study while 
working, which puts extra pressure on them as they have much less time to study 
effectively. Without a supportive family background, it is difficult to complete a cor-
respondence course.
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Fig. 3. Dropout rate by type of training

2.6	 Regional characteristics

To examine the role of dropout in terms of region, students were divided into two 
groups: Capital and noncapital students. Budapest Business School has a campus in 
Budapest. No significant difference was found between the two categories, with a 
slight difference in favor of the provincial group. The dropout rate for students liv-
ing in rural areas is 48%, while the dropout rate for students in Budapest is 54% as 
shown in Figure 4.
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Fig. 4. Dropout rate by place of residence

2.7	 Female and	male	dropout	rates	among	correspondence	students

In this grouping, an interesting pattern is observed. The dropout rate of men who 
are correspondence students is significantly higher than that of women who are 
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correspondence students. Figure 5 shows that only 34% of male correspondence 
students and 49% of female correspondence students obtain a degree. Male corre-
spondents, therefore, require special attention in terms of dropout rates.
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Fig. 5. Male and Female dropout rates among correspondence students

2.8	 Correlation	between	the	number	of	passive	semesters	and	dropouts

The relationship between the number of passive semesters and dropout rates 
was very strong. A passive semester refers to a student taking a break from his or 
her studies, being placed in a passive semester, not taking a course, or not taking 
exams. Students are divided into five groups. The first group is made up of those 
who did not have any passive semesters. The next groups are those with 1, 2-3, 4-5-6, 
and 7 or more passive semesters (see Figure 6). The data show that the dropout rate 
is lowest for students with 0 and 7 or more passive semesters. For students with 0 
passive semesters, the dropout rate is only 33%, while for students with 7 or more 
passive semesters, the rate is even better, with just under 14% of students dropping 
out. The dropout rate for students with 1 passive semester increases from 33% to 
72% compared to the dropout rate for students with 0 passive semesters and to 96% 
compared to students with 2-3 passive semesters. For students with 4-5-6 passive 
semesters, the dropout rate is 100%, with none of the students in this group gradu-
ating. The number of passive semesters is therefore a very important factor in the 
dropout rate. These results suggest that persistent students who do not dropout can 
graduate after seven or more passive semesters.
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Fig. 6. Dropout rate as a rate of passive semesters
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2.9	 Age	and	dropouts

Based on age, students were divided into four groups: 18–21, 22–23, 34–37, and 
38 and above. Students in the 18–21 and 38+ age groups performed best, with grad-
uation rates of 55% and 61%, respectively. Only 36.5% of students in the 22–33 age 
group graduated. Students aged 34–37 are the worst performers, with those in this 
group being the most at risk, with just 22% of them obtaining a degree (see Figure 7). 
The exact background of this phenomenon has not been analyzed due to a lack of 
information, but family formation and specific life situations are likely the reasons 
for the high dropout rates.
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Fig. 7. Attrition rates by age

3	 DEFINING	MACHINE	LEARNING	MODEL	INDICATORS

In the present study, we aim to build a predictive model that predicts with high 
probability whether a student is at risk of dropping out based on the data available 
at the time of enrollment and the student’s performance in the first two semesters 
after enrollment.

In the model, 16 indicators were defined, which can be divided into two groups 
according to their type. One type includes indicators that are available at the time of 
enrollment. These indicators are defined based on the data listed in the descriptive 
statistical analysis. These indicators are:

1. Type of study (full-time, part-time) (TS),
2. Gender (male, female) (G),
3. Residence (Budapest, province) (R),
4. Admission score (AS),
5. Financial status (fee-paying, self-paying) (FS),
6. Age (A).

The next group includes indicators whose values are calculated based on the 
number of subjects taken during the two semesters and the number of subjects 
completed. Before listing each indicator, some concepts are clarified. According to 
the requirements of the core curriculum, there are three main ways to complete a 
subject. Requirements are (a) teacher signature, where the subject requires a signa-
ture to be completed, the value of which may be a signature or a signature may be 
refused; (b) term mark, where the subject requires a practical grade to be obtained 
during the semester, the value of which may be 1, 2,…, 5; and (c) exam mark, where 
the student has to pass an examination to complete the subject in the exam period, 
also worth 1, 2,…, 5. Each subject is assigned a credit value that, if passed, increases 
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the total credit value for the semester. On this basis, the following time-variant indi-
cators of student performance are defined for the model for the first two semesters:

 7.	 Total number of cources taken (TNTC)
 8.	 Signature rate (Number of signatures obtained for subjects with a signature 

requirement/Total number of subjects with signature requirement) (SR)
 9.	 Exam mark rate (Number of subjects with exam mark requirements passed with 

at least satisfactory level/Total number of subjects with a exam mark require-
ment) (EMR)

10. Exam mark average (average of the results of the subjects with the requirements 
of the exam mark) (EMA)

11. Term mark rate (Number of subjects with term mark requirements passed with at 
least satisfactory level/Total number of subjects with term mark requirement) (TMR)

12. Term mark average (Average of the results of the subjects meeting the require-
ments of the term mark) (TMA)

13. Credit rate (Sum of credits of subjects completed/Sum of credits of subjects 
taken) (CR)

14. Number of subjects taken more than once (NOSTMTO)
15. Number of successfully completed subjects taken more than once (NOSCSTMTO)
16. Number of passive semesters (NOPS)

The model included the above 16 indicator values for a total of 1851 students 
over two semesters.

4	 RESULTS

The relative importance of each predictor is shown in Figure 8.

Fig.	8.	Relative importance of predictors
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The most important indicator for dropout was the Credit rate. This indicator 
expressed the percentage of successful completion of the subjects taken. The next 
very important indicator is the number of Passive semesters, which was expected 
from the results of the descriptive statistics. The importance of the indicators Term 
mark rate, Term mark average, Number of subjects taken, Exam mark rate, and Exam 
mark average is also significant, but not as much as Credit rate or the Number of 
passive semesters. This suggests that students who do not have an outstanding aca-
demic record and who do not earn good grades have a similar chance of graduat-
ing as students whose academic record is outstanding and who do well on exams. 
Other relatively important indicators are Age and Gender, Admission score, Method of 
study, Number of subjects taken more than once, and Number of successfully completed 
subjects taken more than once are of relatively low importance, and Residence and 
Financial status are of negligible importance in the model. The relatively high impor-
tance of the indicator the Number of subjects taken may be related to academic per-
formance. Students who took a few subjects in the first semester took more subjects 
in the following semester to meet their academic obligations. For many students, 
however, this led to a failure to meet requirements, with few students being able to 
cope with the pressure of taking many subjects.

The model was created in MATLAB, and the decision tree was chosen as the ML 
algorithm for the model. The decision tree is a supervised ML algorithm best suited 
for classification problems. In our case, this algorithm proved to be the best for pre-
dicting attrition. The trained model was used for predictions on test data. The error 
matrix generated from the predictions on test data is shown in Figure 9.

Fig.	9.	Confusion matrix

The decision tree model built on training data has a classification accuracy of 
87.9% when applied to test data. The model was primarily built to predict cases 
where a student is expected to drop out and not graduate. The model has a true pos-
itive rate (sensitivity) of 85.1% for the test cases, which means that students who do 
not graduate are identified with a probability of 85%. Students in the group who are 
expected to graduate (True negative rate, specificity) and who have actually grad-
uated are identified with an accuracy of 90.7%. The first type of error (false-posi-
tive rate) means that the model incorrectly predicts that a student will not graduate 
when, in reality, they did. The value of this indicator is 9.3%. The false-negative rate 
means that the model incorrectly predicts that the student will graduate when, in 
fact, he or she did not. The value of this indicator is 14.9%. These indicators have an 
acceptable value, and the model has a high probability of identifying students at risk 
of dropping out, but in 15% of cases, it fails to identify those who then go on to drop 
out. The indicators can be further improved if more than two semesters of data are 
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considered, but as mentioned in the introduction, early identification is essential for 
managing and controlling dropout.

5	 SUMMARY

Artificial intelligence and ML tools have made incredible progress in recent 
years and are becoming indispensable tools in our everyday lives. This technol-
ogy has progressed in automotive, image processing, social media, commerce, 
medicine, education, and many other fields. This technology can be used effec-
tively primarily in environments where conditions are considered constant. In 
changing environments, such as education, the use of technology requires careful 
planning and analysis. After all, much can change over the years in an educa-
tional process. Curriculums, instructors, students’ backgrounds, subject content, 
the number of subjects taken per semester, and many other factors can change. 
The only way to develop a predictive ML model in this context is to build predic-
tors that perform well in this changing environment and are closely related to the 
outcomes. In the model built in our study, we verified that the changing environ-
ment does not affect the predictive ability of the model, which ultimately results 
in its good performance. The ML model can identify students at risk of dropping 
out with acceptable accuracy. Based on the data from the student administration 
system and complemented by appropriate IT improvements, it can be an effective 
tool for training development, primarily in the area of student learning support 
activities at the university.
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