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PAPER

Use of Big Data Technology for Network Classroom 
Teaching Quality Management

ABSTRACT
Quality management of network classroom teaching has always been an urgent problem to 
be solved. Big data technology handles massive amounts of data and provides new quality 
management methods and means for network classroom teaching. However, data integra-
tion and fusion is a complex task and existing methods may not be able to deal with data 
fragmentation effectively, because data is often distributed across different systems and plat-
forms in the network teaching environment. Therefore, this research aimed to study the 
quality management of network classroom teaching based on big data technology. This study 
provided a framework diagram of teaching quality evaluation criteria and factors affect-
ing the teaching quality in the big data environment, explained complex relationships and 
effects among the factors, and described teaching quality prediction problems. The dimen-
sionality reduction method of Least Absolute Shrinkage and Selection Operator (LASSO) 
was used for comprehensive status data integration of factors affecting teaching quality. An 
unequal-interval grey Riccati-Bernoulli model was constructed to study the internal rela-
tionships between various variable factors and network classroom teaching quality. Then 
the execution process of the prediction model, detailed modeling steps and teaching quality 
management steps were provided. The experimental results verified that the constructed 
model was effective.
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1	 INTRODUCTION

With the rapid development of information and network technology, network 
classroom teaching has become important in teaching [1–3]. However, network 
classroom teaching quality management has always been an urgent problem to be 
solved [4–8]. Big data technology handles massive amounts of data and provides 
new quality management methods and means for network classroom teaching.
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Big data technology collects and analyzes the data associated with the teaching 
process, including but not limited to learning behaviors of students, academic per-
formance, teaching contents, teaching behaviors of teachers and so on [9–14]. The 
teaching effect can be deeply understood through data analysis, thus identifying 
teaching problems and providing data support for optimizing teaching design and 
improving teaching methods [15–18]. In addition, big data technology monitors the 
teaching quality in real time and enables teaching managers to adjust teaching strat-
egies in time to improve the teaching effect. Therefore, it is significantly necessary 
to study the quality management of network classroom teaching based on big data 
technology.

A single method is usually used for current monitoring and evaluation of teach-
ing quality, which is relatively simple and lacks verification of analysis results. 
Based on this, Dong [19] aimed to study the monitoring and evaluation of higher 
education teaching quality based on big data analysis. First, the teaching quality 
was monitored based on five aspects, namely, teaching level of teachers, academic 
performance of students, course learning effect, competence and employment of 
students. The time series prediction model (autoregressive composite moving aver-
age) was integrated with the differential equation model (GM (1,1)) effectively pre-
dicting the change trend of the series, which predicted and evaluated the changes 
of teaching quality data series. Secondly, after making conjoint analysis of the mon-
itoring and evaluation results and the corresponding data of proposing teaching 
quality improvement measures and promotion frequency, a mathematical model 
was established through curve fitting and parameter estimation to explore the deep 
correlation between the two. Q. Wang and B. Wang [20] studied the blending learn-
ing quality information based on big data. Based on the initially selected evaluation 
indexes, expert opinions were investigated to supplement and improve the blend-
ing learning evaluation indexes, which was considered as recommended evalua-
tion indexes. Then a questionnaire survey was conducted on students to further 
determine the evaluation index system. There was a significant correlation between 
“professional ability improvement” and “communication among students”, with a 
correlation coefficient of 0.55, indicating the better communication among students 
in blending learning, the better their professional ability improvement. The inevi-
table trend in future modern information technology teaching is to develop educa-
tional models using large-scale data collection and analysis methods and study the 
relationships between educational variables, thus providing effective support for 
educational reform. In the current high-level higher education system and reform, 
curriculum evaluation is an important tool to evaluate the classroom teaching qual-
ity and an important basis of testing the curriculum reform effect. After establishing 
a teaching evaluation index system based on indexes, which students participated 
in and accepted, and were satisfied with, Wang et al. [21] established an evaluation 
system at three levels, namely, curriculum micro evaluation index system, second-
ary college comprehensive evaluation index system, and college macro evaluation 
index system. Evaluation data was obtained using teaching quality evaluation. CTQ 
evaluation feedback system was developed by analyzing wider range of data, which 
improved the classroom teaching quality.

Existing quality management methods of network classroom teaching have some 
shortcomings. In the network teaching environment, data is often distributed on dif-
ferent systems and platforms, such as learning management system, online test sys-
tem, discussion forum and so on. Data integration and fusion is a complex task, and 
existing methods may not be able to effectively deal with the data fragmentation. 
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So data integration is very necessary, which solves the problem of data fragmen-
tation and improves data availability. Data cleaning and preprocessing improves 
data quality. Therefore, this research studied the quality management of network 
classroom teaching based on big data technology by taking the international trade 
major as an example.

2	 DESCRIPTION OF TEACHING QUALITY PREDICTION PROBLEMS

Fig. 1. Framework of quality evaluation criteria

Fig. 2. Sources of quality management data

Figure 1 shows the quality evaluation criteria framework of international trade 
network classroom teaching. As shown in the figure, the factors affecting teaching 
quality in the big data environment were mainly divided into two types: teaching 
organization elements and teaching environmental factors. The former includes 
teaching contents and methods, quality of teachers, and participation degree of stu-
dents. The latter includes stability, usability, functionality and data management of 
network platform, stability and speed of network environment, and network secu-
rity. Figure 2 shows the sources of quality management data.

Complex relationships and effects existed among the above factors in the big data 
environment. Teaching content design and teaching method selection influenced 
each other. Teaching contents should adapt to the needs of teaching methods, and 
the teaching methods should fully display and convey the teaching contents. For 
example, if the teaching contents involved complex problem-solving or innovative 
thinking, a project-based teaching method needed to be adopted. Professional qual-
ity and technical ability of teachers affected the participation degree of students. If 
teachers used various network teaching tools proficiently and stimulated the interest 
of students to learn, it was possible to increase their participation degree. In terms of 
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technology platform and data management, the stability, usability, and functionality 
of technology platform affected the data management effect. An excellent technical 
platform should provide convenient data collection, storage and analysis functions, 
and support teachers and students to apply data effectively. Stability and speed of 
network environment affected network security. If the network environment was 
unstable, it may increase the risk of data loss or attack. In addition, excellent net-
work security facilities improved the stability and reliability of network environ-
ment. How to integrate the information of influencing factor variables containing 
these effects and then quantify the teaching quality state were of great significance 
for the teaching quality management.

The basic principle of predicting network classroom teaching quality was to 
establish a teaching quality prediction model, with key factors affecting teaching 
quality as input indexes and teaching effect characteristics as output indexes. Let A 
be the teaching effect sample space, z(0)(j) be the quality index of sample j(j∈A), qj be 
the teaching organization element of sample j, and yj be the comprehensive network 
classroom teaching environment of sample j, then the teaching effect index z(0)(j) 
was considered as the comprehensive results of the teaching organization element 
qj in the network classroom teaching environment yj. The specific relationships were 
as follows:

	 q z y
j

y

j

j

� � �0
( ) 	 (1)

It can be seen from the above equation that the main reasons for the teaching 
effect difference are the difference in both teaching organization elements and 
teaching environment. Let iu(j) be the value of the u-th variable factor of sample j 
of the above two aspects. For a single sample j, the effect difference state of com-
prehensive network classroom teaching was regarded as the clustering of all vari-
able factors in the variable space L. Let αu be the clustering coefficient of iu(j), then 
there were:

	 y i j
j u u

u L

�
�
� ( )� 	 (2)

3	 QUANTIFICATION OF TEACHING EFFECT DIFFERENCE STATE

The LASSO dimensionality reduction method was used for comprehensive state 
data integration of factors affecting teaching quality, which was of great significance 
to construct a teaching quality prediction model based on big data technology. In 
the network classroom teaching process, many factors affected teaching quality, and 
complex relationships may exist among them. If all factors were directly used to con-
struct the prediction model, the problem of “dimensionality curse” may occur, i.e., a 
model with too high complexity, high training difficulty and poor generalization per-
formance. However, when the LASSO method was used for dimensionality reduc-
tion, the factors affecting teaching quality the most were selected, which reduced 
the model complexity and improved the prediction accuracy. Figure 3 shows the 
LASSO-based state data integration principle.

https://online-journals.org/index.php/i-jet


	 260	 International Journal of Emerging Technologies in Learning (iJET)	 iJET | Vol. 18 No. 14 (2023)

Xie

Fig. 3. LASSO-based state data integration

Compared with other dimensionality reduction methods, such as principal compo-
nent analysis (PCA), the LASSO method selected features by compressing the feature 
coefficients affecting target variables less to 0, which not only made the model easier 
to interpret but also reduced its complexity. LASSO reduced the number of features by 
limiting the absolute values of coefficients, which helped prevent model overfitting 
and enhanced generalization ability of the model. That is, the LASSO-based dimen-
sionality reduction method effectively handled the quality prediction problem of net-
work classroom teaching in the big data environment, which made the model more 
accurate, stable, and easy to understand by selecting the most influential factors.

Let α̂η = (α1,α2,...,αu,...) be the clustering coefficient parameter list to be estimated, λ 
be a predetermined free parameter determining the regularization degree, and η be 
the penalty parameter, then the LASSO regression method was expressed as:
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α̂η estimation was realized based on LASSO regression. The comprehensive teach-
ing effect difference state yj of sample j was measured by combining with Equation 2, 
which further obtained the following point set of sample variable factors and final 
teaching quality:

	 ( , ( )),( , ( )),...,( , ( )),...( ) ( ) ( )y z y z y z j
j1

0

2

0 01 2� � 	 (4)

The above point set was further simplified as an unequal-interval teaching qual-
ity sequence, which was given by the following equation:

	 z z y z y z y
j

Y
( ) ( ) ( ) ( )( ), ( ),..., ( ),...0 0

1

0

2

0� � � 	 (5)

https://online-journals.org/index.php/i-jet


iJET | Vol. 18 No. 14 (2023)	 International Journal of Emerging Technologies in Learning (iJET)	 261

Use of Big Data Technology for Network Classroom Teaching Quality Management

Based on the quality sequence, this study constructed the relationships between 
various variable factors and teaching quality, and completed subsequent teaching 
quality prediction modeling.

4	 CONSTRUCTION OF A TEACHING QUALITY PREDICTION MODEL

Fig. 4. Execution process of the prediction model

In actual network classroom teaching, the factors affecting teaching quality 
were often diverse and nonlinear, with possibly unequal-interval data. Traditional 
prediction models, such as linear regression models or common time series mod-
els, may not be able to effectively solve such problems. Due to its design flexibility, 
the unequal-interval grey Riccati-Bernoulli model handled this complex situation 
and better fit and predicted teaching quality. The model was constructed to study 
the internal relationships between various variable factors and teaching quality, 
because the unequal-interval teaching effect sequence x(0) obtained from the pre-
vious section was based on limited sample information. Figure 4 shows execution 
process of the prediction model.
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Let Y = {yl,y2,...,yj,...} be the ordered teaching environment sequence, then the 
quality index z(0)(yj) was considered as the teaching effect performance, because the 
implementation of network classroom teaching environment was orderly. Before 
yj was reached, z>(yj) was regarded as the accumulation of teaching effect perfor-
mance, i.e.

	 z y z y or z y
j u

u

j

j

y
j

( ) ( ) ( ) ( )( ) ) ( ) ( )1 0

1

1 0
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It’s worth noting that consideration should be given to the acceptance of students 
in the classroom before introducing new teaching links. According to the teaching 
practice theory, the acceptance L(yj) of teaching link was regarded as the monotonic 
increasing function of z(1)(yj). Based on this, the relationships between L(yj) and z(1)(yj) 
were expressed as follows:

	 L y j z y n j n l
j j

( ) ( ( )) , , ,( )�
1

1

1

1 1 1
0 0 0� � � � � 	 (7)

At the same time, the actual teaching effect performance was influenced by teach-
ing methods and experience accumulation of teachers. Therefore, higher acceptance 
of teaching methods or more experience accumulation improved teaching qual-
ity, that is:

	 z y j L y j z y j j
j j j

( ) ( )( ) ( ) ( ), ,0

2 3

1

2 3
0 0� � � � 	 (8)

Assuming s = −j3, n = j1 j2, v = j2n1, and l = 1/β, and Equations 6 and 7 were com-
bined with Equation 8, which obtained the following differential equation:

	 dz y
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sz y n z y vl

( )

( ) ( )
( )

( ) ( ( ))
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z(1)(y) was a first-order continuous differentiable function in Equation 9, but the 
historical cumulative observation sequence z(m) of teaching quality was discrete. 
Therefore, the above equation needed to be modified and discretized to adapt to 
system characteristics of the grey prediction model.

Let z(0)(yj) be the original observation value in state yj(j = 1,2,...,b), and z(0) be the 
original observation sequence, then there were:

	 z z y z y z y
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where, z(1)(y2),...,z(1)(yb))Y is the one-time accumulation generation sequence of z(0), 
then there were:
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Expression of the state interval Δyu was as follows:
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For the cumulative teaching quality observation value z(1)(y), its change rate 
within the time period [yj−1,yj] was approximated by the following equation:

	 dz y

dy

z y

y

z y z y

y

y z

y y y y

j j

j

j

j j

( ) ( )
( ) ( ) (

( ) ( ) ( ) ( )1 1
1 1

1

� �

�� �
�

�
�
� �

� 00

0

)

( )

( )

( )

y

y
z y

j

j

j�
� 	 (13)

Let dz(1)(y)/dy be the grey derivative, that is, the grey derivative sequence of 
z(1)(y) was z(0)(yj), which replaced dz(1)(y)/dy during [j−1,j]. In addition, it’s assumed 
that o∈[0,1], then the background value of z(1)(y) on [yj−1,yj] was obtained by the 
following equation:
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y y j j j
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In grey modeling, the value of z(1)(y) on [yj−1,yj] was replaced with the background 
value x(1)(yj) to define the following grey model. Let s be the development coefficient, 
with its size and symbol reflecting the development trend of z(0) and z(1); n be the grey 
action or control coefficient, reflecting the influence of (z(1))l on the observed value of 
quality index; v be the adjustment parameter or error term, and l be the power expo-
nent. The definition equation of the unequal-interval grey Riccati-Bernoulli model 
was as follows:

	 z y sx y n x y v
j j j

l( ) ( ) ( )( ) ( ) ( ( ))0 1 1� � � 	 (15)

Its whitening differential equation was provided as follows:
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The special forms of the constructed model were the existing five grey models. 
When l = 2, yj = y, and Δyj = 0, the constructed model was a grey generalized Verhulst 
model or a nonlinear grey Riccati model, with the constant-coefficient Riccati equa-
tion as its whitening differential equation.

	 z y sx y n x y v( ) ( ) ( )( ) ( ) ( ( ))0 1 1 2� � � 	 (17)

When l = 3, yj = y, and Δyj = 0, the constructed model was a nonlinear grey Abel 
model, with the first type of Abel equation as its whitening differential equation.

	 z y sx y n x y v( ) ( ) ( )( ) ( ) ( ( ))0 1 1 3� � � 	 (18)

When v = 0, yj = y, and Δyj = 0, the constructed model was a nonlinear grey 
Bernoulli model.

	 z y sx y n x y l( ) ( ) ( )( ) ( ) ( ( ))0 1 1� � 	 (19)

When v=0, l = 2, yj = y, and Δyj = 0, the constructed model was a nonlinear grey 
Verhulst model.

	 z y sx y n x y( ) ( ) ( )( ) ( ) ( ( ))0 1 1 2� � 	 (20)

When v = 0, l = 0, yj = y, and Δyj = 0, the constructed model was the classical GM (1,1).

	 z y sx y n( ) ( )( ) ( )0 1� � 	 (21)

https://online-journals.org/index.php/i-jet


	 264	 International Journal of Emerging Technologies in Learning (iJET)	 iJET | Vol. 18 No. 14 (2023)

Xie

5	 TEACHING QUALITY PREDICTION AND MANAGEMENT

In summary, considering the high-dimensional data characteristics of factors 
affecting teaching quality in the big data environment, this study proposed a new com-
bination prediction model for the network classroom teaching quality. The combina-
tion model mainly consisted of two parts. One part was an integration module based 
on LASSO data features of high-dimensional influencing factors, which quantified 
the teaching effect difference state. The other part was based on the unequal-interval 
grey Riccati-Bernoulli model, which constructed the relationship function of various 
variable factors and teaching quality, thus finally predicting the network classroom 
teaching effect. The detailed modeling steps were summarized as follows:

Step 1: LASSO algorithm was used for information integration of teaching effect 
status difference data in each teaching link, and construction of comprehensive 
teaching effect difference status sequence Y = {yj|j = 1,2,...,b}.

Step 2: The teaching quality detection value z(0)(yj) in certain yj was determined to 
construct the unequal-interval sequence z(0)(yj) = (z(0)(y1),z(0)(y2),...,z(0)(yb))Y as the initial 
value sequence of teaching quality.

Step 3: For the initial sequence z(0), the cumulative generation sequence z(1) and 
the mean sequence x(1) were calculated successively; x(1)(yj) and (x(1)(yj))l were used 
to construct data matrices N and T; the least square method was used to estimate 
parameters s, n, and v.

Step 4: A grey Riccati-Bernoulli model was constructed; the system response 
value z(1)(yj) in yj was calculated based on the actual value of l.

Step 5: The response value z(1)(yj) was restored, which obtained z(0)(yj), i.e. the out-
put value of the teaching quality prediction model.

Based on the teaching quality prediction results, the scientific and reasonable 
quality management of network classroom teaching was achieved mainly through 
the following steps:

Step 1: Identifying problems. The prediction results were first used to identify 
key factors and problems affecting teaching quality, such as inappropriate teaching 
methods, incomplete functions of technical platform, low participation degree of 
students and so on.

Step 2: Developing an improvement plan. After identifying problems, a specific 
improvement plan was developed. For example, if it was found that teaching meth-
ods were inappropriate, teaching strategies may be considered to be changed, such 
as adopting more interactive teaching methods. If it was found that functions of the 
technical platform were not complete, the platform was optimized to add necessary 
functions.

Step 3: Implementing the improvement. According to the improvement plan, spe-
cific actions were taken to improve teaching quality, possibly involving training of 
teachers, upgrading of technology platform, reform of teaching methods and so on.

Step 4: Monitoring the effect. After implementing the improvement, teaching 
quality needed to be monitored continuously to see whether the improvement mea-
sures were effective, through regular quality prediction, feedback of students, teach-
ing evaluation, and other methods.

Step 5: Continuous improvement. Necessary adjustments were made based on 
the monitoring results in order to further optimize the improvement plan, thus con-
tinuously improving teaching quality.

Overall, the quality management of network classroom teaching based on pre-
diction results was a continuous and systematic process, which required scien-
tific and reasonable planning and implementation to ensure the teaching quality 
improvement.
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6	 EXPERIMENTAL RESULTS AND ANALYSIS

Figure 5 shows the relationships between acceptance of students and experience 
accumulation of teachers with different clustering coefficients. The relationships 
depended on the size of clustering coefficients. The clustering coefficient reflected 
the integration degree of courses or the focus degree of teaching methods. When the 
clustering coefficient was low, the growth rate of student acceptance increased with 
the increase of teaching experience, indicating that increased experience of teachers 
helped them better cope with dispersed teaching environment, and provide more 
personalized teaching experience, thus improving the acceptance of students. When 
the clustering coefficient was high, the growth rate of student acceptance decreased 
with the increase of teaching experience, reflecting that the experience caused teach-
ers to rely too much on fixed teaching methods or models, and ignore individual 
differences and new teaching methods. The above conclusions were very important 
for teaching management and suggested that teachers should flexibly apply their 
experience in practical teaching activities while paying attention to individual dif-
ferences of students and new teaching methods, thus improving their acceptance. 
In addition, attention should be paid to clustering coefficient adjustment in order to 
adapt to different teaching environments and student needs.

Fig. 5. Relationships between acceptance of students and experience accumulation  
of teachers with different clustering coefficients

Table 1. Comparative analysis of models in MSE, MAE and MAPE before and after optimization

Prediction Model Data Sample MSE MAE MAPE
Traditional grey prediction model Training sample 23.625 1.302 26.395

Test sample 24.152 1.625 21.520

Full sample 26.958 1.485 23.614

Traditional grey prediction model+PCA 
feature selection

Training sample 1.352 0.741 15.428

Test sample 2.518 0.762 12.103

Full sample 2.614 0.759 16.285

Traditional grey prediction model+LASSO 
feature selection

Training sample 0.758 0.362 5.629

Test sample 1.362 0.341 5.847

Full sample 0.829 0.385 5.352

Model in this study Training sample 0.614 0.302 5.124

Test sample 0.425 0.215 5.017

Full sample 0.548 0.262 5.092
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The comparative analysis in Table 1 was made based on three important perfor-
mance indexes of the prediction models, namely, mean square error (MSE), mean 
absolute error (MAE) and mean absolute percentage error (MAPE), which were 
widely used in prediction model evaluation to measure the difference between pre-
dicted and true values. Generally speaking, the lower the values of these indexes, the 
better the performance of the prediction model. It can be seen from the table that 
the traditional grey prediction model has high MSE, MAE and MAPE in training, test 
and full samples, indicating poor prediction performance. The combination model 
of traditional grey prediction model and PCA feature selection has significantly 
lower MSE, MAE and MAPE in the three samples compared with the traditional grey 
prediction model, indicating that PCA feature selection effectively improves pre-
diction performance. In contrast, the combination prediction model of traditional 
grey prediction model and LASSO feature selection has further lower MSE, MAE and 
MAPE in the three samples, indicating that LASSO feature selection outperforms PCA 
feature selection in prediction performance. Compared with the traditional grey 
prediction model using LASSO feature selection, the model in this study (i.e., the 
unequal-interval grey Riccati-Bernoulli model+LASSO feature selection) has lower 
MSE, MAE and MAPE in the three samples, indicating that the model has the best 
prediction performance in dealing with this problem.

Fig. 6. RPEs of different models in Course 1

Fig. 7. RPEs of different models in Course 2

Figures 6 and 7 show the relative prediction errors (RPEs) of eight models in 
different teaching scenarios. The smaller the RPE, the better the predictive ability of 
the model. It was concluded through observation that the model in this study had 
relatively small RPEs in various scenarios on the whole, showing that the model 
had good stability and prediction accuracy. RPEs of the other seven models, namely, 
MDRM, MQDQM, MDPM, MDDQM, MDQM, BDQM, and BQM, varied significantly in 
different scenarios. For example, RPEs of MDPM in Scenarios 1 and 10 reached 22 
and 12, respectively, which were very high, while the RPE was only 2 in Scenario 6, 
meaning that these models had significantly different predictive ability when deal-
ing with different scenarios. Overall, except the model in this study, other models 
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had relatively high RPEs and exhibited significant inconsistency when dealing with 
different scenarios, indicating that these models had big problems in their predictive 
ability in specific situations.

Table 2. Teaching optimization comparative analysis of different models before and after quality management

Prediction Model Data Sample
Proportion 

of Amended 
Teaching Links

Proportion of 
Supplemented 

Teaching Contents

Traditional grey prediction model Training sample 22.61 16.29

Test sample 29.41 15.38

Full sample 21.62 15.24

Traditional grey prediction 
model+PCA feature selection

Training sample 15.38 19.62

Test sample 12.04 11.02

Full sample 19.52 15.47

Traditional grey prediction 
model+LASSO feature selection

Training sample 16.85 13.28

Test sample 13.41 19.42

Full sample 18.59 16.38

Model in this study Training sample 9.51 9.51

Test sample 17.24 9.26

Full sample 13.62 9.47

Table 2 presents the teaching optimization comparative analysis results of dif-
ferent models before and after quality management. Two indexes of “proportion 
of amended teaching links” and “proportion of supplemented teaching contents” 
were used to measure the optimization of teaching links and contents. The lower 
the proportions, the less the parts to be amended or supplemented, the higher the 
teaching quality.

The following conclusions were drawn based on the above data. The traditional 
grey prediction model had relatively high proportions of amended teaching links and 
supplemented teaching contents in the training, test and full samples, indicating that 
the model had poor prediction effect and required optimization of more teaching 
links and contents. In contrast, the combination prediction model of traditional grey 
prediction model+PCA feature selection had lower proportions of amended teaching 
links and supplemented teaching contents in the three samples, indicating that PCA 
feature selection effectively improved teaching quality. The combination prediction 
model of traditional grey prediction model+LASSO feature selection further reduced 
the proportions of amended teaching links and supplemented teaching contents 
in the three samples, indicating that LASSO feature selection was better than PCA 
feature selection in improving teaching quality. Overall, the feature selection meth-
ods and the model in this study effectively reduced the proportions of amended 
teaching links and supplemented teaching contents, thus improving teaching qual-
ity. Among all the models, the model in this study (i.e., the unequal-interval grey 
Riccati-Bernoulli model+LASSO feature selection) performed the best in improving 
teaching quality.

Compared with the traditional grey prediction model using LASSO feature selec-
tion, the model in this study had lower proportions of amended teaching links and 
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supplemented teaching contents in training, test or full samples, indicating that the 
model performed the best in improving teaching quality.

7	 CONCLUSION

This research studied the quality management of network classroom teaching 
based on big data technology. This study first provided a framework diagram of 
teaching quality evaluation criteria and factors affecting teaching quality in the 
big data environment, explained complex relationships and effects among the 
factors, and described teaching quality prediction problems. The LASSO dimen-
sionality reduction method was used for comprehensive status data integration 
of factors affecting teaching quality. An unequal-interval grey Riccati-Bernoulli 
model was constructed to study the internal relationships between various vari-
able factors and network classroom teaching quality. Then execution process of 
the prediction model, detailed modeling steps and teaching quality management 
steps were provided. Combined with experiments, the relationships between 
acceptance of students and experience accumulation of teachers with different 
clustering coefficients were analyzed and discussed, and the analysis results 
were provided. The comparative analysis results of different models in MSE, MAE 
and MAPE before and after optimization were provided, which verified that the 
model in this study had the optimal prediction performance when dealing with 
related problems. In addition, the fitting and prediction errors of eight models in 
six courses were compared, and the results showed that the model in this study 
performed well in all six courses, with low and stable prediction errors and strong 
robustness. RPEs of eight models in different teaching scenarios were calculated, 
and the results showed that all other models had high RPEs except the model 
in this study. Finally, the teaching optimization comparative analysis results of 
different models before and after quality management were provided, and the 
results showed that the model in this study performed the best in improving 
teaching quality among all models.
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