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PAPER

Students’ Composition Evaluation Model Based  
on a Natural Language Processing Algorithm

ABSTRACT
It is subjective, time consuming and labor intensive to evaluate students’ compositions. Use 
of natural language processing (NLP) technology effectively improves the evaluation effi-
ciency and reduces the burden on teachers. In order to overcome the problems of traditional 
models, such as over-fitting and poor generalization ability, this research studied a students’ 
composition evaluation model based on an NLP algorithm. A students’ composition evalua-
tion model based on a multi-task learning framework was proposed, which completed three 
sub-tasks simultaneously using the NLP algorithm. Three different encoding methods were 
used; namely, convolutional neural network (CNN), recurrent neural network (RNN), and long 
short-term memory (LSTM), which captured text information from multiple perspectives.  
A new pairing pre-training mode was built, which aimed to help build an NLP-based students’ 
composition evaluation model based on the multi-task learning framework, thus alleviating 
the deviation caused by excessive correlation. The experimental results verified that the con-
structed model and the proposed method were effective.

KEYWORDS
natural language processing, students’ composition evaluation, multi-task learning framework

1	 INTRODUCTION

With the rapid development of information technology, the application of arti-
ficial intelligence in various fields is becoming increasingly widespread. As an 
important branch of artificial intelligence, natural language processing (NLP) has 
received extensive attention in several fields, such as linguistics, computer science, 
and information engineering [1–5]. In recent years, the research of NLP-based stu-
dents’ composition evaluation models has become a hot topic. Use of NLP technology 
effectively improves the evaluation efficiency and reduces the burden on teachers, 
because it is subjective, time consuming, and labor intensive to evaluate the compo-
sitions of students [6–11].
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The research on students’ composition evaluation models began in the 1980s, 
and early studies were mainly based on artificial rules and statistical methods. With 
the development of deep learning technology, significant breakthroughs have been 
made in the NLP field. In particular, the proposal of a bidirectional encoder rep-
resentations from transformers (BERT) model has brought revolutionary progress 
to NLP tasks [12–15]. Performance has been significantly improved in various NLP 
tasks using BERT-based pre-training models, such as generative pre-trained trans-
former (GPT) series of models [16–18].

In the study of students’ composition evaluation models, the traditional method 
based on feature engineering has been gradually replaced with the deep learning– 
based method. In recent years, researchers have tried to evaluate students’ 
compositions using several neural network structures, such as CNN, RNN, 
LSTM, and Transformer [19–22], which have achieved good results in students’ 
composition-evaluation tasks. However, they still have certain limitations, such as 
over-fitting and poor generalization ability.

In order to overcome these problems, this research studied the students’ com-
position evaluation model based on an NLP algorithm by taking English teaching 
as an example. Combined with the latest pre-training model and neural net-
work structures, the ways to improve the model performance were discussed. 
A students’ composition evaluation model based on the multi-task learning frame-
work is proposed (Section 2), which completed three sub-tasks simultaneously 
using an NLP algorithm. Three encoding methods o(CNN, RNN, and LSTM) are 
used, which captured text information from multiple perspectives. A new pair-
ing pre-training mode was built (Section 3), which aimed to help build an NLP-
based students’ composition evaluation model based on the multi-task learning 
framework, thus alleviating the deviation caused by excessive correlation. The 
experimental results verify that the constructed model and the proposed method 
were effective.

2	 CONSTRUCTION OF COMPOSITION EVALUATION 
MODEL STRUCTURE

A students’ composition evaluation model based on a multi-task learning frame-
work was proposed in this study, which completed three sub-tasks simultaneously 
using the NLP algorithm. These sub-tasks shared the information-coding part, 
including the input layer, the embedding layer, and the semantic encoding layer. 
In the semantic encoding layer, CNN, RNN, and LSTM were used to construct the 
model, respectively. The main advantage was that different tasks shared the same 
input, embedding, and semantic encoding layers in the multi-task learning frame-
work, meaning that they shared the same parameters, which reduced the number 
of model parameters and the computational complexity of the training model, thus 
improving the training efficiency. Figure 1 shows the network structure diagram of 
the model.

One important advantage of multi-task learning is knowledge transfer between 
different tasks. In the students’ composition evaluation model in this study, the infor-
mation coding part was shared, which enabled the models with different structures 
to share the extracted semantic information, such as CNN, RNN, and LSTM, thus 
helping improve the generalization ability and performance of the model in various 
sub-tasks.
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Fig. 1. Network structure diagram of the model

Specifically, the CNN-based encoding layer had great potential in NLP tasks and 
showed a strong performance especially in text classification and sentiment analy-
sis tasks. In NLP tasks, the convolutional layer was used to recognize local semantic 
features in text, such as n-gram, words and phrases, which was very important to 
understand the text semantics and evaluate the composition quality. At the same 
time, the convolution operation had translation invariance, meaning that the con-
volutional layer detected the same features at different positions of input data. In 
text-processing tasks, this meant that the model recognized key information in the 
text, regardless of where it appeared in the text.

After obtaining the output through the embedding layer, the body of students’ 
compositions was represented as a word sequence in the CNN-based encoding layer. 
Let zu be each word, f be the embedded dimension of each word, and b be the length 
of the composition body sequence. Then there were:

	 z z z z
u b b:
� � � �

1 2
 	 (1)

If l convolutions were set in the convolutional layer, and the height g of the con-
volution kernel was equal to the number of words taken in each sliding window, 
then the convolution kernel satisfied Q∈Rl×(g×f ). Let vu be the result feature of the 
sliding window, zu:u+g-1 be the word embedding matrix in the u-th window, n∈R be 
the bias vector, and d be the nonlinear function. The calculation results of the convo-
lutional layer were obtained by the following equation:

	 v d Q z n
u u u g
� � �

� �
( )

: 1
	 (2)

Let b be the length of the composition body sequence, g be the height of the con-
volution kernel, b - g + m be the number of window slides, and v = {v1, v2, ..., vb-g+1} be 
the results of the convolved convolution kernel. The output results of the convolu-
tional layer were further maximally pooled, i.e., v̂ MAX v= { }. The ultimately pooled 
data was represented by g v v= { , , ..., v }ˆ ˆ ˆ

1 2 l
, because l convolution kernels existed.

The RNN-based encoding layer was widely used in NLP tasks and showed a superior 
performance, especially in processing text data with sequence structure. RNN naturally 
handled input sequences with variable length, which was very suitable for processing 
text data with different lengths, thus allowing the model to flexibly handle compositions 
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with different lengths, to improve the evaluation effectiveness. At the same time, RNN 
was naturally suitable for processing sequence data, because its structure captured 
sequence information through loop join, which helped the model capture important 
information, such as grammatical structure and tense relationships in the text in stu-
dents’ composition evaluation tasks, thus better evaluating the composition quality.

Let the y-th word zy in the composition body sequence be the RNN input at time 
y, ay be the value of the hidden layer, and gy be the output of the encoding layer. It is 
worth noting that the size of ay was determined by both the input zy and ay-1 of the 
previous time. Therefore, each cell unit of RNN included calculation in two aspects: 
the hidden layer, and the output vector gy obtained by combining zy with ay-1. Let I, Q, 
and T be the weight vectors, and n and v be the bias vectors. The specific calculation 
equations are as follows:

	 a Iz Qa n
y y y
� � �

�
� ( )

1
	 (3)

	 g Ca v
y y
� �� ( ) 	 (4)

Both the weight and bias vectors were shared in each RNN cell. After the entire 
body of a student’s composition was processed by an RNN encoder, the output vector g  
of the last cell was finally output.

The LSTM network more effectively captured the long-term dependencies in the 
input sequence by introducing a cell state and a gate mechanism. A special activation 
function and gate mechanism were designed, which transmitted the gradient more 
stably in the back-propagation process, thus effectively alleviating these two problems.

In the LSTM-based encoding layer, the network “forget” gate determined the infor-
mation to be forgotten, i.e., discarded from the cell state of the previous time. Let gy-1 
be the output of the previous state and zy be the input information of the current state. 
After gy-1 and zy were processed by a sigmoid function, the processed results were 
multiplied by the retained cell state of the previous time, which aimed to determine 
how much forgotten information was retained. Let Qd be the weight vector of zy, Id 
be the weight vector of gy-1 output by the hidden layer of the previous time, and nd be 
the bias vector. Then the calculation equation of the forget gate dy is given as follows:

	 d Q z I g n
y d y d y d
� � �

�
� ( )

1
	 (5)

The input gate determined the information to be retained at the current time. 
Let Q be the weight vector of zy, Iu be the weight vector of gy-1 output by the hidden 
layer of the previous time, and nu be the bias vector. The output of the input gate was 
obtained using gy-1 and zy and processed by a sigmoid function. The specific equation 
was as follows:

	 u Q z I g n
y u y u y u
� � �

�
� ( )

1
	 (6)

Candidate new information V
y
 was generated using gy-1 and zy and processed by 

tanh activation function:

	 V W x U h b
t c t c t c
� � �

�
tanh( )

1
	 (7)

The information to be forgotten was combined with the candidate new informa-
tion, which obtained the new state vy at this time:

	 v d v u V
y y y y y
� �

�
o o %

1 	 (8)
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Let Qp be the weight vector of the input tzy at the current time, gy-1 be the 
hidden-layer output of the previous time, Ip be the corresponding weight vector, and 
np be the bias vector. The output gate equation is given as follows:

	 p Q z I g n
y p y p y p
� � �

�
� ( )

1
	 (9)

The output of the output gate was combined with vy processed by tanh, which 
obtained the output information gy of the LSTM cell:

	 g p TAg v
y y y
=  ( ) 	 (10)

Text information was captured from multiple perspectives using three encoding 
methods; namely, CNN, RNN, and LSTM. CNN captured local syntactic and semantic 
features, and RNN and LSTM captured long-distance dependencies and sequence 
features. This multi-model fusion strategy helped improve the generalization abil-
ity of the model, enabling it to better capture features in different types of texts. 
Therefore, the input word vectors were encoded using CNN, RNN, and LSTM, respec-
tively, and the results recommended by composition evaluation standards were 
incorporated into the score prediction tasks, after considering the impact of the 
standards on scores. This approach enabled the model to better focus on evaluation 
dimensions related to scores, such as content, structure, and grammar, which not 
only helped improve the accuracy of the mode in composition quality evaluation but 
also made the predicted results of the model more in line with human evaluation 
standards. Figure 2 shows the flowchart of scoring students’ compositions.

Fig. 2. Students’ english composition scoring flowchart

Therefore, for the sub-tasks of composition evaluation standard recommenda-
tion y1 and composition score prediction y2, softmax was used in this study to obtain 
classification results in the final stage. Let Qo

k be the weight vector of yk, no
k be the bias 

vector of yk, yk ∈{y1, y2} be the prediction task, Qo
3 be the weight vector of y3, and no

3 be 
the bias vector of y3. Then there is:

	 ˆ ( )t SM Q g n
k k

o

k k

o� � 	 (11)
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The writing ability prediction y3 was processed using the RELU function, which 
obtained the regression prediction results:

	 ˆ ( )t RELU Q g no o

3 3 3 3
� � 	 (12)

The gap between the prediction result t̂  and the true value t was minimized. The 
cross entropy loss function was used for the sub-tasks of composition evaluation 
standard recommendation y1 and composition score prediction y2.

	 M t t t t t
k k k k jj

t
k

(ˆ , ) log(ˆ )
,

� � �
�� 1 3 3

2 	 (13)

For the sub-task of writing ability prediction y3, standard deviation was used as 
the loss function:

	 M t t
b

t t
u

b

3 3 3 3 3

2

1

1
(ˆ , ) (ˆ )� �

�� 	 (14)

Let ηk be the weight of each prediction task. Then the total loss function is given 
by the following equation:

	 M M t t
k k k kk

Y

�
�� � (ˆ , )

1
	 (15)

3	 PAIRING THE PRE-TRAINING MODE OF THE EVALUATION MODEL

Different tasks may have excessive correlation in a multi-task learning frame-
work, which can make the model focus on certain features while ignoring other 
important information. Therefore, a new pairing pre-training mode was con-
structed in this study, which aimed to help build an NLP-based students’ com-
position evaluation model based on the multi-task learning framework, thus 
alleviating the deviation caused by excessive association and enabling the model 
to focus on the correlation between label and comment texts and aspect entity/ 
category words. This approach helped the model better learn the correlation 
between texts and aspect entity/category words, which improved the performance 
of the model in students’ composition evaluation tasks. Figure 3 shows different 
samples with the same aspect entity/category words.

Fig. 3. Different samples with the same aspect entity/category words
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The input data was usually the word vector in NLP tasks. Adversarial training 
was realized by adding certain disturbance to parameters of the word-embedding 
layer. Specifically, the training aimed to find a disturbance, which caused the max-
imum performance reduction of the model after being added to the original data. 
This process was regarded as a max-min task, which minimized the loss of the model 
in the adversarial example and maximized the difference between the original data 
and the adversarial example.

Adversarial training was introduced into the students’ composition evaluation 
model in this study, which aimed to enable the model to learn the disturbance infor-
mation in the adversarial example, thus better handling different types of compo-
sitions in practical applications, including those that might contain spelling and 
grammar errors or other “noise.”

Let ϕ be the network parameter, eAD be the adversarial disturbance, z be the data 
feature, t be the data label, and z and t be from a certain distribution F. The size of 
adversarial disturbance eAD was limited to within r. The expression of adversarial 
training was given by the following equation:

	 MIN R MAX m z e t
z t F

e r
AD

AD
�

�
( , )~

( ; , )
�

� 	 (16)

A free batch adversarial training algorithm was proposed in this study, which 
was an improved adversarial training method aiming at improving the robustness 
of neural network models. Unlike traditional adversarial training methods, this 
algorithm comprehensively utilized the gradients of both disturbances and model 
parameters when calculating gradients, thus improving the training efficiency. Let β 
be the hyper-parameter, and h be the step size of disturbance. Then the disturbance 
term equation of the fast gradient method is given as follows:

	 e h h
AD
� � *

2
	 (17)

	 h M z t
z

� � ( , , )� 	 (18)

	 e e h e h e
AD

y

e D r AD

y

AD

y

AD

y

AD

�
�

� �� ��1

2
� ( ) ( ) 	 (19)

	 h e M d Z e t
AD

y

e AD

y

AD

y
( ) ( ( ), )� � �

�
	 (20)

This algorithm comprehensively utilized the gradients of both disturbances and 
model parameters, which effectively reduced information waste in gradient calcula-
tion, thus helping improve training efficiency and accelerate model convergence. At 
the same time, the comprehensive utilization of both gradients enabled the model to 
better learn the difference between the original data and the adversarial example, 
which helped improve the robustness of the model when dealing with data with noise.

This algorithm was called the free batch adversarial training algorithm, because 
it calculated the gradients of J adversarial examples (Z + e0

AD, Z + e1
AD, ..., Z + eAD

J-1) in  
J iterations. Let ey

AD be the y-th disturbance, h be the gradient in the y-th back- 
propagation, and h(ey

AD) be the gradient generated on the basis of adversarial 
example. It was assumed that h(ey

AD) was used to update the disturbance. It was seen 
that hy gradually accumulated during the iteration process, and its mean value was 
used for gradient descent. This algorithm had higher training efficiency and better 
convergence effect, because it fully utilized the gradient of model parameters in  
J disturbances.
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The free batch adversarial training process included two stages of pre- 
training and formal training, data processing, and generation during these stages. 
The basic process of this process included raw data pre-processing, building sam-
ples for the pairing pre-training stage and the formal training stage, carrying out 
pairing pre-training and formal training, and obtaining the final indexes. Three 
variants were designed based on the basic process; namely, modifying samples, 
modifying model construction based on the multi-task learning framework, and 
using adversarial training. After evaluating these variants in internal comparative 
experiments, the best solution was selected and compared with existing benchmark 
algorithms. Figure 4 shows the algorithm flowchart.

The above design method had systematic evaluation and was flexible, scientific, 
and practical, which helped find the optimal solution, thus improving the perfor-
mance of the students’ composition evaluation model.

	 G o w o z LOw z o z LO w z

z

( , ) ( ( ) ( ) ( ( )) ( ( )))� � � � �� 1 1 	 (21)

	 SM t
r

r
u

t

t

j

b

u

u

( ) �

�� 1

	 (22)

Fig. 4. Algorithm flowchart

4	 EXPERIMENTAL RESULTS AND ANALYSIS

Table 1 shows the performance of several single-task and multi-task learning 
methods in three tasks; namely, composition evaluation standard recommendation, 

https://online-journals.org/index.php/i-jet


	 60	 International Journal of Emerging Technologies in Learning (iJET)	 iJET | Vol. 18 No. 15 (2023)

Wang and Deng

composition score prediction, and writing-ability prediction. Specifically, these 
methods include the single-task learning methods based on term frequency-inverse 
document frequency + support vector machine (TF - IDF + SVM), CNN, RNN, and 
LSTM, as well as the multi-task learning methods based on CNN, RNN, and LSTM.

It can be seen from the table that the performance of multi-task learning methods 
is generally better than that of single-task learning methods in all tasks, indicating 
that multi-task learning shares effective feature representations among different 
tasks, thus improving the performance of each task. In single-task learning meth-
ods, RNN and LSTM perform relatively well in each task, maybe because these two 
methods capture long-distance dependencies in text, thus better understanding and 
representing text information. Among the multi-task learning methods, the LSTM-
based method achieved the highest performance (87.57) in the composition score 
prediction task, while the CNN-based method achieved the highest performance 
(76.59) in the writing-ability prediction task, indicating that different multi-task 
learning methods may have advantages in different tasks. Overall, the experimental 
results indicated that the multi-task learning framework had better performance in 
tasks such as composition evaluation standard recommendation, composition score 
prediction, and writing ability prediction, compared with the single-task learning 
framework. Therefore, adopting the multi-task learning method proposed in this 
study for these tasks may be a more effective strategy.

Table 1. Comparison of experimental results

Composition Evaluation 
Standard Recommendation

Composition 
Score Prediction

Writing-Ability 
Prediction

Single-
task learning

TF - IDF + SVM 72.14 75.41 53.62

CNN 81.62 81.06 65.41

RNN 86.59 83.52 61.42

LSTM 80.35 84.95 75.43

Multi-
task learning

CNN 84.16 81.26 76.59

RNN 84.59 83.48 70.15

LSTM 83.62 87.57 73.48

Fig. 5. Performance comparison between single-task and multi-task learning frameworks
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Figure 5 shows the performance of single-task and multi-task learning methods 
with different iterations. Specifically, the horizontal axis represents the number of 
iterations, and the vertical axis represents performance indexes, such as accuracy 
or loss value. It can be seen from the figure that the performance of multi-task 
learning is better than that of single-task learning when the number of iterations 
is small (0 to 5), maybe because multi-task learning shares effective feature rep-
resentations among different tasks, thus learning useful information with fewer 
iterations. As the number of iterations increases, the performance gap between 
single-task and multi-task learning gradually narrows, indicating that the sin-
gle-task learning method gradually learns effective feature representations as the 
training progresses but may require more iterations. When the number of itera-
tions is high (from 15 to 20), the performance of multi-task learning is still slightly 
better than that of single-task learning, indicating that multi-task learning always 
has certain advantages throughout the entire training process. The experimental 
results showed that the multi-task learning framework had better performance 
than the single-task learning framework in different iterations. Therefore, adopt-
ing the multi-task learning method may be a more effective strategy in scenarios 
where better performance needs to be achieved with fewer iterations. Meanwhile, 
the multi-task learning consistently exhibited certain advantages throughout the 
entire training process, which also demonstrated its effectiveness in handling 
multiple tasks.

Table 2. Comparative experimental results of different models

Models Accuracy (%) Recall (%) Precision (%) F1 Value (%)

CNN 66.4 83.4 62.5 75.8

RNN 72.9 88.2 74.8 71.6

LSTM 71.8 94.6 70.6 82.9

BERT 85.7 83.7 82.9 81.6

Model in this study 94.2 95.1 85.7 95.3

Table 3. Comparative experimental results of different pooling strategies

Pooling Strategies Accuracy (%) Recall (%) Precision (%) F1 Value (%)

Maximum pooling 90.5 91.3 97.5 93.7

Average pooling 95.8 91.4 90.3 97.5

Table 4. Comparative experimental results of different models in an ablation experiment

Models Accuracy (%) Recall (%) Precision (%) F1 Value (%)

Complete model 95.8 91.6 93.8 90.2

Removing CNN encoding layer 91.6 98.5 91.5 96.4

Removing RNN encoding layer 85.7 84.1 83.1 85.7

Removing LSTM encoding layer 82.4 81.6 94.8 92.4

Table 2 shows the performance of several models in classification tasks; namely, 
CNN, RNN, LSTM, BERT, and the model in this study. The table lists the accuracy, 
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recall, precision, and F1 value of each model. It can be seen from the table that the 
model in this study exhibits high performance in terms of accuracy, recall, precision, 
and F1 value, reaching 94.2%, 95.1%, 85.7%, and 95.3%, respectively, indicating that 
the model has good generalization ability in this classification task. The BERT model 
also performs relatively well in terms of accuracy, precision, and F1 value, reaching 
85.7%, 82.9%, and 81.6%, respectively, but has slightly lower recall than the model 
in this study, maybe because BERT, as a pre-training model, utilizes a large amount 
of unlabeled data to learn universal language representations, thus improving the 
model’s performance. Among the three models of CNN, RNN, and LSTM, RNN per-
forms the best in accuracy (72.9%) but is slightly inferior to the other two models in 
recall, precision, and F1 value, maybe because RNN captures the sequence informa-
tion of text, but it may perform poorly in dealing with long-distance dependencies. 
The LSTM model exhibits high performance in terms of recall (94.6%) but has slightly 
lower precision and F1 value than other models, maybe because LSTM has certain 
advantages in handling long-distance dependencies, but its performance in other 
aspects is not balanced enough. The experimental results showed that the model in 
this study had optimal performance in classification tasks and exhibited good gener-
alization ability, maybe because the model fully utilized the advantages of different 
models, thus achieving high performance in various performance indexes.

Fig. 6. Experimental results of different pooling strategies

The performance of two different pooling strategies (i.e., maximum and average 
pooling) in classification tasks can be seen in Table 3 and Figure 6. The accuracy, 
recall, precision, and F1 value of each pooling strategy are listed. According to the 
experimental results, the average pooling strategy outperforms the maximum pool-
ing strategy in terms of accuracy and F1 value, reaching 95.8% and 97.5%, respec-
tively, indicating that the average pooling strategy may be more superior in overall 
performance. The performance of both strategies is quite similar in terms of recall, 
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reaching 91.4% and 91.3%, respectively, indicating that they have a similar effect in 
correctly identifying positive samples. The performance of the maximum pooling 
strategy is better in terms of precision, reaching 97.5%, while the precision of the 
average pooling strategy is 90.3%, indicating that the maximum pooling strategy 
may have an advantage in predicting the accuracy of positive samples. The experi-
mental results indicated that the average pooling strategy had good overall perfor-
mance and had advantages, especially in terms of accuracy and F1 value. However, 
the maximum pooling strategy exhibited better performance in terms of precision. 
Therefore, appropriate pooling strategies could be selected based on specific task 
requirements and the importance of performance indexes in practical applications.

Table 4 compare the results of various models in an ablation experiment. 
Performance of the complete model and the model with different encoding layers 
removed in the classification tasks in the ablation experiment can be seen in Table 4.  
The table lists the accuracy, recall, precision, and F1 value of each model. The exper-
imental results show that the complete model performed well in all performance 
indexes, reaching 95.8%, 91.6%, 93.8%, and 90.2%, respectively, indicating that 
the model has high generalization ability in classification tasks. The model with-
out the CNN encoding layer performed best in terms of recall, reaching 98.5%, but 
was slightly inferior to the complete model in terms of accuracy, precision, and  
F1 value, maybe because the CNN encoding layer captured local features, which had 
a certain impact on the model’s performance. The model without the RNN encoding 
layer had lower performance in terms of accuracy, recall, precision, and F1 value, 
maybe because the RNN encoding layer captured the sequence information of the 
text, making significant contributions to the model’s performance. The model with-
out the LSTM encoding layer performed the best in precision, reaching 94.8%, but 
performed poorly in other performance indexes, maybe because the LSTM encoding 
layer had advantages in handling long-distance dependencies, but its performance 
in other aspects was not balanced enough. The experimental results show that the 
complete model had optimal performance in classification tasks. In various abla-
tion experiments, removing the RNN encoding layer had the greatest impact on the 
model’s performance, while removing the CNN and LSTM encoding layers had a 
relatively small impact, indicating that the RNN encoding layer in the model in this 
study had significant contributions to the model’s performance, while the CNN and 
LSTM encoding layers had relatively small contributions. These conclusions provide 
references for model design and optimization in practical applications.

5	 CONCLUSION

This research studied the students’ composition evaluation model based on an 
NLP algorithm. A students’ composition evaluation model based on the multi-task 
learning framework was proposed, which completed three sub-tasks simultane-
ously using the NLP algorithm. Three encoding methods of CNN, RNN, and LSTM 
were used to capture text information from multiple perspectives. A new pairing 
pre-training mode was built, which aimed to help build an NLP-based students’ 
composition evaluation model based on the multi-task learning framework, thus 
alleviating the deviation caused by excessive correlation. Based on previous exper-
imental results and analysis, the above experimental results are summarized 
as follows:

(1) In the comparative experiment of different models, the model in this study 
showed high performance in terms of accuracy, recall, precision, and F1 value, and 

https://online-journals.org/index.php/i-jet


	 64	 International Journal of Emerging Technologies in Learning (iJET)	 iJET | Vol. 18 No. 15 (2023)

Wang and Deng

demonstrated good generalization ability. The experimental results showed that the 
model had optimal performance in classification tasks.

(2) In the comparative experiment of different pooling strategies, the average 
pooling strategy had better overall performance and had more advantages, espe-
cially in terms of accuracy and F1 value. However, the maximum pooling strategy 
exhibited better performance in terms of precision. Therefore, appropriate pooling 
strategies could be selected based on specific task requirements and the importance 
of performance indexes in practical applications.

(3) The complete model performed well in all performance indexes in the abla-
tion experiment, indicating its high generalizability in classification tasks. Removing 
the RNN encoding layer had the greatest impact on the model’s performance, while 
removing the CNN and LSTM encoding layers had a relatively small impact, indi-
cating that the RNN encoding layer in the model in this study had significant contri-
butions to the model’s performance, while the CNN and LSTM encoding layers had 
relatively small contributions.

In summary, the model in this study had optimal performance in classification 
tasks, and the RNN encoding layer played an important role in the model. At the 
same time, according to task requirements and the importance of performance 
indexes, appropriate pooling strategies could be selected to further optimize the 
model. These conclusions provide references for model design and optimization in 
practical applications.
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