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PAPER

An Evaluation Framework for Online Courses Based  
on Sentiment Analysis Using Machine Learning

ABSTRACT
Online course evaluation is critical to both course selection and teaching effectiveness for 
students and teachers. However, the current online course evaluation methods have been 
criticized for neglecting learners’ needs and their inefficiency. Therefore, a course evalu-
ation framework based on sentiment analysis using machine learning is proposed in this 
study to analyze a large number of online course review comments from learners. Initially, 
massive open online course review comments were collected through web crawling. Then, 
sentence- and aspect-based sentiment analyses were performed. Finally, a list of aspect terms 
that reflected the learners’ requirements was compiled based on the model-generated out-
comes. The model was utilized to evaluate an online intellectual property law online course. 
Results demonstrate that the training models built in this study achieve over 90% accuracy 
and that 90%–95% of learners are satisfied with the intellectual property law online course. 
The learners are particularly satisfied with the teacher’s teaching style and course schedule. 
However, the models also highlight the insufficient interactivity in the class and the scarcity of 
novel course cases. The proposed framework provides a learner-centric approach to evaluat-
ing online courses, thereby enhancing the credibility of online course evaluation. This frame-
work also serves as a practical reference for online course recommendation and construction.

KEYWORDS
online course evaluation, sentiment analysis, machine learning, course review comment, 
intellectual property law

1	 INTRODUCTION

Online courses are introduced to address certain challenges in learning, such 
as offline teacher shortages and the uneven distribution of high-quality educa-
tional resources, by leveraging their openness and ability to share knowledge [1, 2]. 
Following the COVID-19 pandemic, online learning has gained tremendous popular-
ity among students seeking educational materials online [3]. Course selection plays a 
crucial role in achieving desired learning outcomes, and informed decision making 
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relies on reliable course evaluations. However, the traditional online course evalua-
tion methods, such as direct manual grading, are susceptible to significant subjective 
biases and arbitrary distinctions, resulting in discrepancies between the assigned 
grades and actual course quality [4].

To mitigate the impact of manual grading on course evaluation, there has been 
growing interest in studies that assess course quality by interpreting and analyzing 
course review comments. Previous studies [5] show that these review comments 
serve as valuable sources of feedback that encompass a wide range of course aspects, 
including the overall situation, learning difficulties, teaching quality, and curriculum 
resources. These review comments represent the authentic experiences and recom-
mendations of learners who have completed a course. However, a common ten-
dency among learners is to skim through only a limited number of abundant review 
comments, potentially resulting in the oversight of vital information that is crucial 
to their decision making when selecting courses.

To enhance the objectivity and comprehensiveness of evaluation results, sentiment 
analysis is conducted on course review comments to assess the teaching quality, plat-
form construction level, and user satisfaction [6]. By leveraging sentiment analysis, 
courses can be evaluated in an objective manner. However, the extraction of aspect 
terms from review comments poses a burdensome task that warrants further attention.

Machine-learning-based methods have significantly reduced the manual effort 
required for sentiment analysis, leading to their widespread application in analyz-
ing review comments across various domains, such as social media, product evalu-
ation, and business investment. These methods have also been adopted to analyze 
the sentiment of course review comments. For example, Wang et al. [7] proposed the 
lite bidirectional encoder representation from transformers (BERT) bi-directional 
long short-term memory (ALBERT-BiLSTM) sentiment analysis model for multiple 
open online course (MOOC) review comments. Alaa et al. [8] used the salp swam 
algorithm, a long short-term memory classifier, to predict the emotions of students 
based on their course feedback. Qi et al. [9] used latent Dirichlet allocation (LDA) to 
develop a course evaluation system that describes various aspects in online course 
review comments. While these machine-learning-based methods have significantly 
improved the efficiency of sentiment analysis for course evaluation, they often 
suffer from limitations in aspect classification logic. Therefore, the data obtained 
through machine learning should be interpreted using existing evaluation systems 
to enhance the persuasiveness of course evaluation results.

The current course evaluation systems primarily target teachers or online plat-
forms, but they often lack valuable feedback from learners. In addition, only a few 
course evaluation methods consider learners’ requirements to effectively capture the 
key aspects and aspect-based sentiment of course review comments. An evaluation 
system that can seamlessly combines both of these approaches must be built to effec-
tively address the needs of stakeholders involved in the course evaluation process.

To address these gaps, this study proposes a comprehensive online course eval-
uation framework that incorporates learners’ requirements. This framework uti-
lizes machine learning techniques, including sentence- and aspect level sentiment 
analyses, to analyze the sentiment polarity of a large volume of online review com-
ments. The evaluation results aim to answer the following critical questions for any 
online course:

A)	 How can learner satisfaction with a course be gauged?
B)	 How can the course’s strengths and weaknesses be evaluated by identifying the 

teaching staff, curriculum, platform, and learner experience?
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2	 STATE OF THE ART

2.1	 Analysis models

In recent years, sentiment analysis has been utilized in online course evaluation 
by analyzing course review comments. Various approaches have been employed, 
including document-level sentiment analysis, sentence-based sentiment analysis 
(SBSA), and aspect-based sentiment analysis (ABSA) [10]. These techniques enable a 
comprehensive assessment of the sentiment expressed in course feedback.

SBSA offers a holistic evaluation of the sentiment polarity in review comments. 
For instance, Sudhakar et al. [11] utilized a fuzzy neural network to classify sen-
tences based on their emotions, which led to the development of an expressive 
text-to-speech system. Hayashi et al. [12] proposed an SBSA method that considers 
word importance based on word embeddings. However, this approach does not ade-
quately capture the aspect-based sentiment of review comments, thus limiting its 
effectiveness in assessing specific aspects of a course.

Relative to SBSA, ABSA is a more detailed approach for the sentiment classifi-
cation of objects or entities within a corpus, thus yielding more specific analysis 
results [13]. For instance, Liang et al. [14] proposed an ABSA method that detects 
sentiment polarity toward a given aspect via affective knowledge-enhanced graph 
convolutional networks. ABSA includes two tasks—namely, aspect term extraction 
(ATE) [15] and aspect sentiment classification (ASC)—to determine the sentiment 
associated with particular aspects in review comments. However, ABSA may not 
be suitable for analyzing the overall sentiment polarity of a sentence and may 
not cater to users seeking a quick understanding of the sentiment expressed in 
review comments.

Combining both SBSA and ABSA yields highly comprehensive analysis outcomes 
for overall and aspect-based sentiment [16]. However, existing research predomi-
nantly uses either SBSA or ABSA individually to evaluate course review comments, 
which restricts their ability to swiftly, comprehensively, and deeply understand 
the results.

2.2	 Analysis method

Machine learning methods for the sentiment analysis of online course review com-
ments can be categorized into traditional machine learning and deep learning [17].

Traditional machine learning methods are often combined with sentiment dic-
tionary approaches to address certain challenges, such as the model portability and 
short-text sentiment analysis of online courses. These methods typically utilize algo-
rithms, such as support vector machine [18], maximum entropy, and Naive Bayes, 
to enhance model generalization and improve classification performance on short 
texts. For instance, Osmanolu et al. [19] used the triple Likert method and machine 
learning techniques to conduct a sentiment analysis of online course feedback, while 
Sudhir et al. [20] used a synthetic dictionary and ambiguity mitigation for sentiment 
analysis. However, feature engineering, which plays a crucial role in ensuring the 
effectiveness of machine learning methods for sentiment analysis, often requires 
substantial manual effort.

Deep learning has emerged as a prominent approach for the sentiment anal-
ysis of course review comments primarily due to its ability to effectively process 
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nonlinear information hierarchically, thereby eliminating the need for feature engi-
neering. Compared with traditional machine learning, deep learning exhibits greater 
model generalization capabilities. In his empirical analysis, Onan [21] demonstrated 
that in the sentiment analysis models for educational data mining, deep-learning-
based architectures outperform integrated learning methods and supervised learn-
ing approaches. Wang et al. [7] specifically designed the ALBERT-BiLSTM model for 
MOOC courses that effectively addressed the low accuracy in handling polysemous 
words and familiar words with contextualized meanings. However, the current 
research models in ABSA often employ separate sequential steps for ATE and ASC, 
thereby creating a gap in analyzing the emotional polarity of aspect words and pro-
viding a comprehensive summarization [22]. Moreover, these models have not been 
applied in analyzing course review comments, thereby underscoring the need for 
further research.

2.3	 Evaluation indicators

Most of the existing online course evaluation indicators are created from the per-
spectives of teachers (or course developers) and learners.

Several evaluation standards have been devised from the standpoint of teach-
ers or course developers [23, 24]. For example, the UOOC Alliance issued the MOOC 
Quality Evaluation Form that encompasses several aspects, such as teachers, course 
content, and platform. Similarly, the Evaluation Criteria of Online Courses in Chinese 
Universities comprises four dimensions; namely, teachers, course teaching, system 
support, and learning effect. However, these evaluation systems often overlook the 
requirements of learners.

To address this concern, several indicators derived from the learners’ perspectives 
and experiences have been investigated with the aim to develop learner-centered 
evaluation metrics [25]. The crucial factors that learners consider when evaluat-
ing online courses include teachers, course materials, and layout [26, 27]. Ardiasih 
et al. [28] identified four dimensions of course quality based on the learners’ view-
points; namely, course content, teacher characteristics, video quality, and instruc-
tional design. Li et al. [5] found that learners’ emotions influence course evaluation 
outcomes and then proposed a method for extracting learners’ opinions and sugges-
tions using a part-of-speech combination pattern for course feature-opinion words. 
Fan et al. [29] and Douglas et al. [30] analyzed learners’ behaviors and performance 
to provide recommendations for MOOCs. Despite emphasizing the significance of 
incorporating learners’ emotions in online courses evaluation, these indicators have 
not achieved widespread adoption compared with the aforementioned evaluation 
criteria. Therefore, a comprehensive and standardized online course evaluation sys-
tem is still lacking.

To address these shortcomings, this study proposes an online course evaluation 
framework that incorporates both SBSA and ABSA. This framework facilitates a 
simultaneous analysis of overall sentiment and aspect-based sentiment, thus ensur-
ing a comprehensive and in-depth evaluation. By leveraging deep learning tech-
niques, this framework enhances the efficiency of sentiment analysis for a large 
volume of course review comments while minimizing labor input. Furthermore, 
this framework utilizes the local context focus–aspect term extraction and polar-
ity classification (LCF-ATEPC) model to extract aspect words and their correspond-
ing sentiment polarity simultaneously, thereby improving the efficiency of ABSA. 
Building upon existing online course evaluation standards, this study combines the 
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outcomes of SBSA and ABSA in categorizing aspect words and then analyzes their 
sentiment while taking into account the authority and learner relevance of online 
course evaluation systems. This integrated approach enhances the credibility and 
applicability of the evaluation results.

3	 FRAMEWORK FOR ONLINE COURSE EVALUATION

In the proposed framework, course review comment aspects are classified by 
integrating the sentiment analysis results with the evaluation indicators derived 
from the perspectives of learners and course developers. To analyze online course 
satisfaction, attention, and characteristics, the length of review comments and the 
sentiment polarity of the identified aspects are considered. By leveraging large-scale 
data and pedagogical theory, the proposed approach enhances the efficiency, accu-
racy, and validity of online course evaluations.

Fig. 1. The framework of the online course evaluation

The framework for the online course evaluation method based on sentiment 
analysis is illustrated in Figure 1. This framework comprises two stages; namely, 
1) collection of MOOC course review comments using a web crawler and pre- 
processing of the data for the subsequent stages, and 2) training of sentiment analy-
sis models using deep learning techniques to obtain the SBSA and ABSA results.

This study focuses on obtaining online course evaluation results from three 
perspectives; namely, overall course satisfaction, aspect-based attention and satis-
faction, and specific course characteristics. By drawing from existing research on 
online course evaluation and considering the learners’ needs, the main evaluation 
aspects encompass teachers, curriculum teaching, platform, and learner experi-
ence [31, 32].

3.1	 Collection of course review comments

Experiments were conducted using a dataset comprising review comments from 
Chinese university MOOC courses to investigate the effectiveness of our approach. 
Given the variability of sentiment corpus across different domains, multiple types 
of course review comments were combined to create a diverse dataset, enabling the 
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trained model to adapt to various course domains. The review comment data encom-
passed 13 major course categories, including intellectual property, computer science, 
foreign languages, natural science, engineering, and law. After careful screening to 
remove invalid data, such as comments that consist solely of symbols or numeric 
grades without any accompanying text, a dataset of over 210,000 review comments 
was obtained. The experiments were conducted using PyTorch 1.2.0, implemented 
in Python 3.6.8 programming language, and developed in a Linux operating system 
environment using PyCharm.

Dataset description. The length of review comment texts in the dataset was 
analyzed, and the findings are illustrated in Figure 2. The majority of the comments 
(approximately 63.1%) contained no more than 15 words, with a significant concen-
tration of texts within the 0- to 200-word range. The most common length of review 
comments was around 15 words, and these comments consisted of 223 words 
on average. A considerable proportion of samples (137,479, 63.1%) had comment 
lengths ranging from 0 to 15 words. Overall, these MOOC review comments tend 
to be short.

Due to the lack of alignment between the original grades and the sentiment 
polarity of review comments, a significant majority of the comments (up to 95%) 
were categorized as “positive” based on the sentiment polarity associated with the 
original grades ranging from 1 to 5, where scores of 4 and 5 were considered “posi-
tive.” This categorization led to a substantial imbalance between the proportions of 
positive and negative review comments, which could introduce bias into the mod-
els. Therefore, the sentiment polarity of the review comments needed to be man-
ually reviewed and assessed. However, manually proofreading over 200,000 data 
entries proved to be a daunting task. To address the issues of data imbalance and 
the large volume of data, a relatively balanced subset was extracted from the com-
plete dataset for model construction and training, resulting in separate datasets for 
SBSA and ABSA.

137479, 63.1% 

47290, 21.7% 

18913, 8.7% 

13344, 6.1% 

752, 0.3% 

0–15

16–30

31–50

51–200

201–500

Number of words, Percentage (%)

Text length (words)

Fig. 2. Pie chart of different review comment text lengths

Dataset for SBSA. An SBSA benchmark was trained after meticulously proof-
reading 7,815 comments, which comprised 4,000 positive and 3,815 negative sam-
ples. The training set encompassed 80% of the data, while the remaining 20% was 
allocated to the test and validation sets. The trained benchmark was employed to 
process the complete dataset of 217,778 entries. The resulting SBSA model demon-
strated its efficacy in analyzing review comment texts within the education domain. 
The sentiment polarity of the processed dataset, as determined by the benchmark, is 
presented in Table 1. By leveraging the benchmark to process over 200,000 entries, 
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the manual workload was successfully alleviated while preserving the integrity of 
the data characteristics.

Table 1. The sentiment polarity of the entire dataset after being processed by the benchmark

Sentiment Polarity Train Test Val Total

Negative 9010 500 500 10010

Positive 206768 500 500 207768

Total 215778 1000 1000 217778

Dataset for SBSA. The review comment text was further annotated using the 
entire dataset. For ABSA, the aspect terms within the sentences were extracted. The 
sentences were initially segmented using punctuation marks, such as “?”, “!”, “.”, 
“,”, “…”, “ ”, and “、”, according to a predefined rule. Subsequently, the aspect terms 
and their corresponding sentiment polarity were manually annotated as presented 
in Table 2.

Table 2. The aspect terms and their sentiment polarity after segmentation

Number Review Comment Data after Processing Words Sentiment Polarity

1 The content of the class is abundant content Positive

2 Mr. Li’s lecture ideas are very clear lecture ideas Positive

3 Poor course experience course experience Negative

4 The teacher’s case is very typical and realistic case Positive

5 A little too much lecture lecture Negative

6 Video playback failed video playback Negative

7 The information is very complete information Positive

8 The content is concise and interesting content Positive

9 The teaching form is very novel and interesting teaching form Positive

10 The scoring standard is unreasonable scoring standard Negative

... … … …

The ABSA dataset consisted of 11,969 data points, of which 8,703 were positive 
and 3,266 were negative. The dataset was constructed by manually annotating the 
polarity of entities within 4,161 short sentences. The model was trained using this 
annotated dataset to automatically extract all aspects of information and predict 
the extreme sentiment polarity. This approach enables the model to be adaptable to 
large-scale datasets encompassing the aspects and emotions of students’ feedback.

3.2	 Sentiment analysis models for course review comments

The sentiment analysis models utilized in this study include SBSA, which lever-
ages the BERT model, and ABSA, which employs the LCF-ATEPC model.

SBSA: BERT model. BERT, a pre-training model for text, has demonstrated its 
effectiveness in text classification [33]. In contrast to conventional convolutional 
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and recurrent neural network architectures, BERT adopts a Transformer structure 
with a multi-head self-attention mechanism to construct its network model. This 
design enables an improved contextual comprehension of text and enhances pre-
diction accuracy.

The pre-trained BERT model can be fine-tuned to enhance its performance in nat-
ural language processing tasks. In our study, the BERT model is leveraged for feature 
extraction and sentiment polarity determination.

The BERT model utilizes the encoder component of the Transformer, which 
is denoted by Tr in Figure 3. The Transformer Compiler, a sequence-to-sequence 
(Seq2Seq) model, incorporates a self-attention mechanism. The model comprises a 
stack of multiple encoders and decoders, where the input is processed by the left 
encoder and the output is generated by the right decoder, as depicted in Figure 4. By 
employing a multi-head self-attention mechanism, the Transformer captures long-
range dependencies and captures additional contextual information. Compared 
with traditional recurrent neural networks, the parallel training approach of the 
Transformer enables a more efficient computation by simultaneously training 
all words.
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Fig. 3. BERT model

ENCODER

DECODER

Self-Attention

Feed-Forward

Encoder-Decoder Attention
Feed-Forward

Self-Attention

Fig. 4. Encoder–decoder architecture diagram

ABSA: LCF-ATEPC model. ABSA typically encompasses ASC, which is typically 
considered a distinct task. We employed the Chinese-oriented multi-task learning 
model LCF-ATEPC proposed by Yang and Zeng [22] for analyzing ATE and ASC within 
ABSA. This model facilitates a simultaneous extraction of aspect terms and the clas-
sification of their sentiment polarity, thereby capturing a wide range of pertinent 
textual features.

As depicted in Figure 5, the LCF-ATEPC model comprises a local context feature 
generator (LCFG) on the left and a global context feature generator (GCFG) on the 
right. The LCFG leverages a BERT model, a multi-head self-attention mechanism, and 
context dynamic masking (CDM) or context dynamic weighting (CDW) techniques 
to capture comprehensive feature information. The BERT model is utilized for pri-
mary feature extraction, and its multi-head self-attention mechanism is leveraged to 
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address the limitations of long-distance context dependencies and obtain a compre-
hensive set of features. Specifically, the BERT layer learns non-local context features, 
which can be further enhanced through CDM, CDW, or weighted masking to acquire 
highly precise feature information. Meanwhile, the GCFG primarily applies the BERT 
model to obtain global features. The aspect extractor (AE) employs the global context 
feature generator to extract aspect terms, while the polarity extractor (PE) combines 
the information obtained from both LCFG and GCFG to determine the sentiment 
polarity judgment outcome. This model is capable of adapting to large-scale datasets, 
thereby reducing the manual annotation workload.

LCFG GCFG

Polarity Aspect term

PE

BERT

AEMHSA

CDM/CDW

BERT

Fig. 5. LCF-ATEPC model

4	 RESULTS AND DISCUSSION

4.1	 Evaluation index

The effectiveness of the sentiment analysis model was assessed using four evalu-
ation metrics derived from the confusion matrix; namely, Accuracy, Precision, Recall, 
and F-measure. These metrics were employed to analyze and interpret the classifica-
tion results obtained from the model.

	 A uracy
TP TN

TP TN FP FN
cc �

�
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	 (1)

	 Precision
TP

TP FP
�

�
	 (2)

	 Recall
TP

TP FN
�

�
	 (3)

	 F measure
P R

P R
- �

� �
�

2 	 (4)

Accuracy is utilized to evaluate the classifier’s performance by measuring the 
proportion of correctly classified samples out of the total number of samples in a 
given test dataset. In this study, Accuracy is employed as an evaluation criterion to 
assess the model’s efficacy in determining the aspect sentiment polarity. This metric 
represents the ratio of review comments with the correct sentiment polarity deter-
mined by the model to the total number of review comments within the sample.

Precision quantifies the proportion of true positive predictions and represents the 
review comments that are correctly identified as having a positive polarity among 
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all review comments predicted as positive by the model. This metric is computed 
as the ratio of true positives (TP) to the sum of true positives (TP) and false positives 
(FP). Precision serves as an indicator of the model’s accuracy in summarizing aspects 
and sentiments. In this context, TP denotes the number of negative samples correctly 
predicted as negative, TN denotes to the number of negative samples correctly pre-
dicted as negative, FP refers to the number of negative samples incorrectly predicted 
as positive, and FN represents the number of positive samples incorrectly predicted 
as negative.

P represents Precision, and R represents Recall. Both of these metrics are often 
inversely proportional, meaning that an increase in one metric may result in a 
decrease in the other metric. A high Precision indicates that the model accurately 
identifies a significant proportion of positive samples but may overlook some pos-
itive samples, resulting in a low Recall. Conversely, a high Recall suggests that the 
model identifies a substantial number of positive samples but may mistakenly clas-
sify some negative samples as positive, leading to a low Precision. To strike a balance 
between Precision and Recall, the F-measure is employed as an evaluation metric. 
The F-measure is calculated as the harmonic mean of Precision and Recall, and a high 
F1 value signifies the superior performance of the model.

4.2	 Model validation

Table 3 presents the Accuracy, Precision, Recall, and F1 values of the BERT and 
LCF-ATEPC models on the dataset. The BERT model achieves an accuracy of 93.0% 
on the dataset, with the aforementioned metrics for ASC and ATE in ABSA exceeding 
90%. These results prove the strong performance of the LCF-ATEPC model in text 
sentiment analysis.

Table 3. Performance metrics for BERT and LCF-ATEPC models

Model
Evaluation Indicators (%)

Accuracy Precision Recall F-Measure

BERT 93 88.2 99.2 93.4

LCF-ATEPC (ASC) 91.5 90 93.1 91.5

LCF-ATEPC (ATE) 96.9 91.8 94.9 93.3

4.3	 Cases in MOOC

This section presents the application of the proposed framework in evaluating 
online courses in Chinese universities. To illustrate its effectiveness, the course 
was taken as a case study to demonstrate how the outcomes of SBSA and ABSA can 
be leveraged to evaluate both the overall satisfaction with the course and its spe-
cific aspects.

Course description. Review comment data were gathered from five distinct 
courses offered on the MOOC platform of Chinese universities. These courses 
spanned various disciplines, including computer science, foreign languages, natu-
ral science, law, and education and teaching. These courses were not part of the 
original research dataset and were deliberately selected from diverse categories to 
demonstrate the model’s generalizability and capability to analyze course review 
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comments from various categories. Table 4 provides an overview of the selected 
courses and their key characteristics. All courses were highly regarded, with enroll-
ment numbers ranging from 6 to 11 and total student counts placing them among 
the top three courses in their respective categories. The student enrollment for these 
courses varied from 3,000 to 300,000, indicating a diverse and substantial dataset.

Table 4. Course information in use case

Course  
No. Category Title Starting  

Unit Participants Classes Comments

A Computer science Artificial intelligence  
and information  
society

Peking 
University

104788 7 814

B natural science Advanced 
mathematics

Xi’an 
Jiaotong 
University

304054 6 605

C foreign language English listening 
skills and practice

JiMei 
University

158309 7 817

D education Teaching 
application 
of mind map

Love Course 167709 11 3085

E law Intellectual 
property law

Zhongnan 
University

 3762 11 467

SBSA. After applying SBSA to the review comments from the five selected 
courses, Figure 6 displays the overall polarity of sentiment polarity across these 
courses. The figure illustrates the original sentiment polarity of the review com-
ments as identified by SBSA. Overall, these courses received predominantly positive 
review comments from students. However, the SBSA results reveal a lower propor-
tion of positive sentiment and a higher proportion of negative sentiment compared 
with the learners’ direct grading. This discrepancy may be attributed to the learners’ 
grading tendencies because they often adhere to a binary approach of “high or low” 
when providing comments and assigning grades. Consequently, negative emotions 
are expressed by some students in their review comments despite the relatively 
high final scores.

80%

82%

84%

86%

88%

90%

92%

94%

96%

98%

100%
99.3

%

A
-in

iti
al

A
-S

BSA

B-S
BSA

B-in
iti

al

C-in
iti

al

C-S
BSA

D
-S

BSA

D
-in

iti
al

E-S
BSA

E-in
iti

al

95.8
%

98.2
%

87.9
%

96.6
%

88.0
%

97.3
%

97.1
%

98.5
%

94.5
%

positive negative

Fig. 6. Overall sentiment polarity of the courses
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In practical applications, the ranking results obtained by SBSA, which may differ 
from the original grades, can offer new perspectives for learners in their course 
selection. As depicted in Figure 6, after applying SBSA, the rankings of courses A and 
B are lower compared with that of course D, which indicate that the learner satis-
faction for course D surpasses that of other courses, thus suggesting that SBSA can 
provide a highly precise and comprehensive evaluation of learner sentiment toward 
a particular course. These insights can aid learners in making informed decisions 
when selecting courses.

The prevalence of positive polarity comments from past learners may dimin-
ish in relation to the course’s level of popularity. Specifically, courses B (advanced 
mathematics) and C (English listening skills and practice) exhibit a greater reduc-
tion in positive polarity following the application of SBSA compared with the three 
other courses. This trend could be attributed to the tendency of learners in popular 
courses to provide highly detailed and specific review comments. Similarly, course 
E (intellectual property law), which attracts a professional student cohort, receives a 
comparatively smaller number of targeted and specific review comments compared 
with the other courses.

ABSA. ABSA was utilized to analyze the review comments provided by the learn-
ers, aiming to identify aspect terms relevant to the course. These terms were then 
categorized into four aspects; namely, teachers, curriculum teaching, platform guar-
antee, and learning effect and learner experience, based on the online course eval-
uation system, which reflects the learners’ requirements. Through the systematic 
arrangement of these aspect terms alongside their corresponding sentiment scores, 
valuable insights were gained regarding the learners’ preferences toward different 
aspects of the course and their overall feedback attitudes. This information is shown 
in Figures 7 and 8. By examining the collected data, a comprehensive list of features 
related to the online course pertaining to each of the four aspects was compiled and 
presented in Table 5.
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ATE of ABSA. In general, learners prominently focus on the course teaching and 
teacher aspects, as shown in Figure 7. These aspects receive the highest degree of 
attention among learners, followed by learner experience and platform aspects. 
Among the five courses analyzed, course D attracts considerable interest in course 
teaching, accounting for 61% of the total attention. Conversely, learners enrolled in 
course B demonstrate a heightened interest in the teacher aspect, implying a high 
inclination to provide feedback or suggestions to teachers. The aspects of learning 
effect and learner experience receive moderate attention across all five courses, with 
course D showing the highest proportion. Meanwhile, the platform aspect receives 
relatively less attention and suggestions compared with the other aspects, thereby 
suggesting a stronger emphasis on the quality of the course content than the plat-
form itself.
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ASC of ABSA. The polarity of different aspects can be analyzed by counting the 
occurrence of the aspect terms. As shown in Figure 8, learners exhibit a predom-
inantly positive attitude toward teachers, course teaching, learning effects, and 
learners’ experience. However, a relatively high proportion of negative feedback 
is observed for teaching in courses B and C, indicating that students may have con-
cerns regarding course organization, schedule, and teaching methods.

The aspects that receive the highest levels of satisfaction and dissatisfaction 
from learners generally align in courses A, B, D, and E. However, this pattern is 
inconsistent. For instance, in course C, the teacher aspect receives notably more 
positive feedback compared with the other aspects despite not having the high-
est degree of negative feedback. Learners who provide review comments exhibit 
two distinct types of behavior. Some learners start by expressing positive remarks 
about the aspects they find satisfactory before mentioning areas for improvement, 
while others directly express their positive opinions about satisfactory aspects and 
negative sentiments toward unsatisfactory aspects. Upon analyzing the review 
comments for the five courses, the former behavioral pattern appears more prev-
alent than the latter. This finding is further supported by the ASC results, which 
revealed that certain positive and negative feedbacks were associated with the 
same aspect terms.

Adjustments were made to the positive polarity feedback on all courses. The 
final polarity tendency for each course aspect was determined by subtracting the 
number of negative emotion review comments from the number of positive emo-
tion review comments. For example, in course C, the corrected positive polarity 
distribution value of the curriculum teaching aspect was obtained by subtracting 
the number of negative review comments from the number of positive review 
comments. By integrating the findings from Figures 7 and 8, we can infer the 
learners’ concerns, satisfaction, and dissatisfaction with all aspects of the course. 
This information can be valuable in summarizing the course characteristics and 
formulating improvement strategies. In course B, the adjusted polarity distribu-
tion results reveal that learners are equally satisfied with teachers, curriculum 
teaching, and learners’ experience but are highly dissatisfied with teaching. The 
flaws in the course’s curriculum teaching, which were not apparent in the origi-
nal analysis results, can now be identified by those involved in course design and 
development.

Course characteristics from aspect terms. The evaluation process for an online 
course based on the outcomes of SBSA and ABSA can be delineated into the follow-
ing steps. First, the overall satisfaction with the course is evaluated by taking into 
account both the positive and negative aspects identified in the course review com-
ments through SBSA and ABSA. Second, the course characteristics are elucidated by 
describing the aspect terms extracted by the model.

A sentiment analysis was conducted in this study to evaluate the online course 
on intellectual property law. The analysis of the learners’ review comments reveals 
an overall satisfaction rate ranging from 90% to 95%, with the majority of the stu-
dents showing their highest interest in the curriculum teaching and teacher aspects, 
followed by learner experience. Meanwhile, the platform aspect received the least 
attention. The sentiment polarity distribution statistics also reveal the high level of 
satisfaction of existing learners with the course’s teachers and curriculum teaching. 
The aspect terms of the course review comments, along with their frequencies, are 
presented in Table 5.
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Table 5. Aspect terms of the intellectual property law course

Polarity Aspects Aspect Terms and Frequencies

positive teachers teacher (32), speaking (27), explaining (28), lecturing (11), teacher lecturing (4), 
giving lessons (4), giving lessons (4), telling (2), teacher speaking (2), telling (2), 
professor (1), faculty (1), teacher giving lessons (1), teacher speaking (1), 
speaking speed (1), guiding (1), teacher explaining (1)

curriculum  
teaching

content (67), course (45), lesson (41), knowledge (24), experienced (7), case (7), 
material (5), video (2), plate (2), material (1), teaching (1), law (1), teaching (1), 
answer (1), exercise (1), resource (1), classroom (1), courseware (1), example (1), 
teaching (1), method (1), difficulty (1), example (1), material (1)

platform MOOC (5), online class (2)

learner  
experience

learn (10), help (4), gain (2), way (2), useful (1)

negative teachers teacher (32), speaking (5), explain (3), interacting (1), make a speech (1)

curriculum  
teaching

content (12), lesson (8), course (5), problem (3), case (2), question (2), 
material (2), old (2), document (1), courseware (1), starting course (1), book (1)

platform MOOC (1), platform (1)

learner  
experience

meaning (1), feeling (1)

Table 5 provides an overview of the aspect terms related to the intellectual prop-
erty law course along with their corresponding sentiment polarities. The aspects 
covered in the table include teachers, curriculum teaching, platform, and learner 
experience. The frequency of each aspect term is enclosed in parentheses on the 
right. The sentiment polarity of these aspects can be either positive or negative. For 
instance, the most frequently mentioned words under the teachers aspect include 
“teacher,” “speaking,” “explaining,” and “lecturing.” Similarly, the most commonly 
mentioned words under the curriculum teaching aspect are “content,” “course,” “les-
son,” and “knowledge.” The platform aspect has only a few mentions, and its senti-
ment polarity is neutral.

Table 5 shows that learners express high levels of satisfaction with various aspects 
of their teacher’s performance, including his/her explanations, teaching methods, 
teaching style, expression, and speaking speed. In other words, the course teacher 
delivers engaging lectures and presents the complex subject matter of intellectual 
property law in a comprehensible manner. The negative review comments about 
the teacher accounted for 18% of all negative feedback, with most of them focus-
ing on the teacher’s explanations and interaction. The frequency ratio of the aspect 
terms related to the teacher’s explanations indicates a satisfactory-to-unsatisfactory 
ratio of 7:3, thereby suggesting an appropriate level of course difficulty that caters 
to both beginners and interested learners. However, compared with offline courses, 
the level of interaction between teachers and learners in online courses is limited, 
which may pose some inconvenience for learners.

Based on their review comments, the learners are overall satisfied with the course 
design, course materials, and course difficulty. This finding is supported by the fre-
quent occurrence of certain words, such as “course,” “lesson,” “knowledge,” “case,” 
“material,” “video,” and “plate.” As a well-established course, intellectual property 
law is likely to have amassed extensive teaching experience, comprehensive con-
tent, in-depth knowledge points, relevant case studies, and supplementary materials. 

https://online-journals.org/index.php/i-jet


iJET | Vol. 18 No. 18 (2023)	 International Journal of Emerging Technologies in Learning (iJET)	 19

An Evaluation Framework for Online Courses Based on Sentiment Analysis Using Machine Learning

However, the analysis also reveals that 78% of the unsatisfactory review comments 
are associated with the curriculum teaching aspect, with learners expressing their 
dissatisfaction with the outdated course content, cases, and materials. Students 
should complement their learning by taking other courses that offer current and 
up-to-date knowledge points.

The findings and interpretations of this study offer valuable insights for curricu-
lum developers aiming to enhance the quality of the intellectual property law course. 
The identified areas for improvement can be prioritized based on the attention and 
satisfaction levels of the learners. The level of attention and satisfaction for each 
aspect remains consistent across the course review comments. Therefore, course 
developers may consider enhancing their online communication with learners to 
further improve teaching effectiveness. These recommendations can also guide cur-
riculum developers in making informed decisions to elevate the overall learning 
experience of students.

5	 CONCLUSION

This study develops several online course evaluation methods tailored to learn-
ers’ requirements by applying SBSA and ABSA on MOOC review comments. An LCF-
ATEPC model is trained to perform sentiment analysis on these review comments. 
As its primary contribution, this study provides learners with comprehensive course 
evaluation results that encompass teachers, courses, platforms, and learning effec-
tiveness based on a large corpus of course review comments. The recommendations 
derived from this evaluation process can significantly enhance the effectiveness 
of course selection. Insights into the overall satisfaction of past students with any 
online course can be gained by learners through the proposed evaluation method 
along with their satisfaction with teachers, course schedules, and learning expe-
riences. The evaluation results also offer valuable insights into various aspects of 
the course, such as teacher suitability, course difficulty, and learning effectiveness. 
Course developers may use these findings to formulate targeted improvement strat-
egies for their curriculum and teaching quality.

The proposed course evaluation method may yield lower overall course satis-
faction grades compared with direct manual grading. This method may also pro-
duce different course rankings, as evidenced in the illustrated cases. The utilization 
of SBSA and ABSA techniques in the evaluation process facilitates the effective 
extraction of course characteristics and difficulty levels.

Future research may enhance the proposed model to recognize emotions other 
than negative and positive ones, including neutral emotions, to address the limita-
tion of SBSA in identifying emotions. Furthermore, given the suboptimal accuracy 
of ABSA in extracting aspect terms, modifications should be made to the model to 
improve its aspect term extraction precision and entity recognition efficiency.
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