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Data-Driven Prediction of Students’ Online Learning 
Needs and Optimization of Knowledge  
Library Management

ABSTRACT
Thanks to the advancement of information technology, online learning has become a crucial 
tool of modern education, and the management of modern education is facing the chal-
lenges of how to effectively predict students’ learning needs and how to optimize the man-
agement of the knowledge library to support these needs. However, existing data-driven 
prediction approaches are flawed in handling complex learning environments and timely 
adapting to changes, so this study attempts to solve these questions by exploring the cor-
relation between learning needs, the extraction of knowledge linkages, and the optimization 
of knowledge libraries based on rule updates. In our work, a new method was proposed 
for extracting learning needs and knowledge linkages to more accurately identify and pre-
dict students’ learning needs, and a rule-based knowledge library management optimization 
method was introduced to allow the knowledge library to more flexibly adapt to students’ 
learning needs and the changes in educational resources. In this way, this study offers a com-
prehensive and flexible solution for education management via the combination of these 
two aspects, which not only increases student satisfaction and improves teaching quality 
but also reduces resource waste and gives students a more personalized and efficient learn-
ing experience. Furthermore, the methods and findings of this study could also be used as 
references for data-driven decision-making in other fields.
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data-driven, learn online, learning needs, knowledge library management

1	 INTRODUCTION

In this era of information technology, constant reform and progress are seen in 
modern education. In this context, students’ learning styles and needs are chang-
ing dramatically these days, and online learning is regarded as a common trend 
in modern education [1] [2]. Such big changes have posed great challenges for 
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education management [3–6], as educators must master students’ learning needs 
in a timely manner and support and satisfy these needs through effective knowl-
edge library management. However, as student diversity and learning content 
complexity increase constantly, traditional educational management methods can 
no longer meet the new learning needs [7] [8].

To cope with these matters, now that a number of educational institutions and 
researchers have begun to pay attention to the application of data-driven methods 
in education management, it’s been found that students’ learning needs can be pre-
dicted more accurately through the analysis of students’ online learning behavior 
and feedback [9–11], and educational resources could be updated and optimized 
effectively via data analysis and management of knowledge libraries, so as to meet 
students’ personalized learning needs [12–16]. However, existing studies mostly 
talk about every single analysis and prediction method, and few of them have been 
concerned about how to effectively combine these methods with knowledge library 
management.

Although data-driven prediction approaches have great potential in education 
management, there are a series of shortcomings with currently available methods. 
For instance, existing prediction methods of learning needs cannot deal with com-
plex and dynamic learning environments, so they may not be able to accurately 
reflect the real needs of students [17–20]. The existing knowledge library man-
agement methods are not flexible enough to timely adapt to changes in students’ 
learning needs and the new educational resources. Additionally, little research has 
considered how to optimize learning need prediction through knowledge library 
management or how to optimize knowledge library management according to the 
prediction of learning needs [21–24].

Regarding the blank in the related research field mentioned above, this study 
attempts to explore the correlation between learning needs, the extraction of 
knowledge linkages, and the optimization of the knowledge library based on rule 
updates. At first, a new method was proposed for extracting learning needs and 
knowledge linkages to more accurately identify and predict students’ learning 
needs. Then, a rule-based knowledge library management optimization method 
was introduced to allow the knowledge library to more flexibly adapt to stu-
dents’ learning needs and the changes in educational resources. This method not 
only updates the content of the knowledge library based on real-time feedback 
and behavior data from students but also adjusts according to predefined rules 
to improve the response speed and accuracy of the knowledge library. By com-
bining these two aspects, this study provides a comprehensive and flexible solu-
tion for education management to provide more effective support for students’ 
online learning.

The significance of this study lies in that it increases the accuracy of learn-
ing need prediction and enhances the adaptability and pertinence of educational 
resources via knowledge library management optimization. For educational 
institutions, the findings of this study can improve teaching quality and student 
satisfaction and reduce the waste of educational resources, while students can 
get more personalized and efficient learning experiences. Moreover, the meth-
ods and findings of this study could provide references and insights for data-
driven decision-making in other fields and have very good application prospects 
and values.
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2	 EXTRACTION	OF	LEARNING	NEEDS	AND	KNOWLEDGE	LINKAGES

In the research topic of this study, relationship extraction is a core component that 
helps to reveal students’ online learning needs and the internal associations between 
knowledge in the knowledge library. By figuring out these relationships, educational 
institutions can make a more accurate judgment on students’ learning needs, thereby 
making wiser and more effective decisions about knowledge library management.

The adopted relation extraction model in this study offers evident advantages in 
relation extraction. Firstly, the introduced Attention mechanism can focus on the part 
that is most relevant to the prediction task in the study, through which the model can 
place its focus on the relational extraction of the most important words and phrases, 
thereby improving prediction accuracy. Secondly, the introduced BiGRU, namely the 
Bi-Gated Recurrent Unit, can capture richer semantic information through forward 
and backward text processing, which is very important for understanding complex 
learning needs and knowledge linkages. Lastly, the Gumbel Tree gate control unit 
was introduced to capture hierarchical information. Since the relationship between 
the knowledge required by students’ online learning and the knowledge linkages 
in the knowledge library are usually complicated and hierarchical, the Gumbel Tree 
gate can help the model better understand these hierarchies. Figure 1 gives a dia-
gram showing the architecture of text sentence embedding in the model.

Fig. 1. Text sentence embedding in the model

https://online-journals.org/index.php/i-jet
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When building the relation extraction model, text-based data samples were 
required for training and validation. These data samples usually contain sentences, 
text segments, tagged entities, and the relations between them. Here are two exam-
ples of the data samples: Text: “Many students say that they are confused when 
learning linear algebra”; Entities: student, linear algebra; Relation: student confused 
by linear algebra; another example: Text: “To help beginners, the knowledge library 
of the programming course has been updated to the Python Tutorial”; Entities: pro-
gramming course, Python Tutorial; Relation: programming course updated knowl-
edge library Python Tutorial.

The self-attention mechanism is the mapping of a Query to a series of key-value 
pairs <Key, Value>. The self-attention layer processes the input word vectors, allow-
ing the model to focus on relevant information about the current task. It helps to 
capture long-term dependencies in sentences, even if they are far from each other 
in the text. For complex texts such as learning materials or educational resources, 
such long-term dependencies might be very important. The self-attention mecha-
nism enables the model to capture such relations, thereby improving the accuracy 
of relation extraction.

Based on the Query values corresponding to sample data, the weight coef-
ficients corresponding to each Key value can be obtained by calculating the 
similarity between Query and Key values. Assuming: Mz represents the length 
of Source consisting of <Key, Value> data pairs, Q represents the value of given 
elements, then the value of Attention is the weighted sum of these weight coeffi-
cients, namely:

 AT Q Origin SIM Q K V
uu

Mz

u
, ,� � � � � �

��
1

 (1)

In this study, the Attention mechanism has been summarized into three stages. 
First, the model determines the focus of its attention, namely to decide which parts 
of the input data it should pay attention to, and this process is usually accom-
plished by generating a query vector; each part of the input data is expressed as a 
key value pair, and the model calculates the match score between the query vector 
and each key, and a higher score means more attention is required for this part 
of the data by the model. Second, if the scores are normalized so that the sum of 
them is 1, then the scores can be interpreted as a probability distribution. Third, 
according to this probability distribution, the model carries out weighted averag-
ing on the values and generates the final output. In the first stage, the similarity 
between the Query and each Key can be obtained by calculating the vector dot 
product of the two:

 SIM Issue Crux Issue Crux
u u

,� � � �  (2)

The vector Cosine similarity of Query and each Key can be solved by the 
following formula:

 SIM Issue Crux
Issue Crux

Issue Crux
u

u

u
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 (3)
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or can be calculated based on the MLP neural network.

 SIM Issue Crux SJWL Issue Crux
u u

, ,� � � � �  (4)

In the second stage, in order to find out the probability distribution correspond-
ing to the Value so as to get weight coefficients, this study chose to normalize the 
similarity between Query and Key based on the Softmax function. Assuming βu rep-
resents the attention distribution, ZYLu represents the scoring mechanism of atten-
tion, denoted as a(zu, w), that is:
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To get the Attention value, the weighted sum of the calculation results of attention 
distribution was attained based on the following formula, that is:

 AT Issue Oirgin Worth
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The BiGRU extracts word features by bi-directional text processing, it takes into 
account both the preceding and subsequent text information and generates a rich 
feature representation for each word. Such bi-directional processing allows the 
model to get a more comprehensive understanding of the text, which is conducive 
to understanding the complex relations between entities.

Assuming: xy and sy respectively represent the update gate and reset gate of 
BiGRU; g~ represents the current candidate hidden state, gy represents the output, f 
represents the nonlinear activation function tanh, then the formulas for calculating 
each state of GRU are:

 

X q g z n

s q g z n

g f Q s g

y x y y x

y e y y e

y y

� � ��
�
� �� �

� � ��
�
� �� �

� � �

�

�

�

�

�

1

1

,

,


11

1
1

,z n

g x g x g

y y

y y y y

�
�

�
� �� �

� �� � � � �
�



 (7)

Figure 2 shows the architecture of text sentence aggregation in the model. The 
Gumbel Tree-GRU layer set by the relation extraction model was used to search 
for the optimal path combination. It received the output of the BiGRU layer and 
found the optimal path combination in all feasible solutions through the greedy 
strategy. This structure can effectively process structured and hierarchical infor-
mation, which is very important for extracting the complex relations between the 
knowledge required by students’ online learning and the knowledge linkages in the 
knowledge library. At last, the text features of entities were embedded in the sen-
tences, which helps to emphasize the part of the sentences that is related to the 
entities so that the relations between entities can be found more accurately. In this 
way, the model can better focus on the interaction between entities, thereby more 
accurately identifying the relations between them.

https://online-journals.org/index.php/i-jet
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Fig. 2. Text sentence aggregation in the model

3	 OPTIMIZATION	OF	KNOWLEDGE	LIBRARY	MANAGEMENT		
BASED	ON	RULE	UPDATE

Since short texts generally have insufficient context information, it may result 
in low accuracy for the relation extraction model. Through the twin network, 
the text expression segments of students’ online learning needs and the rule seg-
ments in the knowledge library can be compared to capture the similarity between 
them, which facilitates providing richer context information and improving model 
accuracy. By matching students’ online learning needs to the rules in the knowledge 
library, the rules that need to be updated can be effectively identified and updated. 
This is because the model can understand the similarities and differences between 
students’ needs and the content of the knowledge library, thereby giving accurate 
and targeted updates and references for knowledge library rules. Figure 3 shows the 
updated scheme of knowledge library rules.

The main task of the input layer and encoding layer was to convert raw texts into 
a form that is more suitable for the processing of machine learning models, the task 
usually involves the generation of word vectors, and capturing the semantic relations 
of words and their contexts. Assuming: S = {v1, v2, ..., vL} D = {c1, c2,..., cM} represent 
encoded vectors of a short text containing M words, wherein vi ∈ Rdcu ∈ Ef represents 
the df-dimensional vector expression of the iu-th word, and S ∈ RL × dA ∈ EM × f rep-
resents the word vector sequence of the input short text.

The purpose of the feature extraction layer was to extract useful features from the 
coded text. These features can help the model understand and compare the similar-
ity between two short texts. In this study, a multi-scale convolution was set up to use 
one-dimensional convolutions of different scales to perform feature extraction on 
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 156 International Journal of Emerging Technologies in Learning (iJET) iJET | Vol. 18 No. 18 (2023)

Li

the text matrix. Through splicing features of different scales, the multi-scale feature 
representation of the texts was attained. Assuming: cu:u + g - 1 represents the sentence 
vector consisting of u to u + g - 1 words, g represents the size of the one-dimensional 
convolution window, qv represents the convolution kernel, and n represents the bias 
term, then the feature extraction formula is:

 v f q c n
u v u u g
� �� �� �: 1

 (8)

After going through the convolution layer, the feature matrix V was attained, and 
the generated multi-scale feature matrix can be written as:

 D CT V V V� � �
1 2 3
, ,  (9)

The output layer was responsible for making the final prediction based on extracted 
features, namely the similarity between the two texts. With the fully connected layer 
as the discriminant layer, the feature representation extracted by the multi-attention 
mechanism fusion module was mapped to the space of marked samples.

Fig. 3. Update scheme of knowledge library rules
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It’s of great significance to introduce the multi-attention mechanism fusion mod-
ule into the short text similarity recognition model established based on the twin 
network. In case where there are many model parameters, the model may have to 
process large amounts of input information; therefore, the module needs to com-
prehensively consider multiple attention mechanisms so that the model can focus 
on key text feature information from different angles and hierarchies. This design is 
critical to improving the efficiency and accuracy of the model.

The multi-head self-attention mechanism was composed of multiple 
self-attention mechanisms; it focused on word dependencies within the text so 
that the model could give different levels of attention to information inside the 
text to realize the transformation operation of the text vectors of students’ online 
learning needs.

Assuming, B × F represents the dimension of the input text word vector matrix 
Z, B represents sentence length, f represents word vector dimension, the text word 
vector matrix Z was multiplied by three weight matrices QW, QJ, and QC to be trans-
formed into Query, Key, and Value; f × fw, f × fj, and f × fc respectively represent the 
dimensions of weight matrices; B × fw, B × fj, and B × fc respectively represent the 
dimensions of Query, Key, and Value; in the self-attention mechanism, the dimen-
sions of Query and Key were the same, then there are,

 W Z QW� �  (10)

 J Z Q J� �  (11)

 C Z QC� �  (12)

To avoid too large WJY, a penalty factor fj was introduced, and the softmax activa-
tion function was adopted to normalize the attention score.

 ATT W J
WJ

f

Y

j
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�

�
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�

�

�
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softmax  (13)

The attention weight attained from above formula was multiplied by matrix C to 
get the final attention score, that is,

 AT Q J C
QJ

f
C

Y

j
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�

�
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�

�

�
��

softmax  (14)

The multi-head self-attention mechanism generated W = (W0, QW1, ..., Wu, ..., Wg - 1), 
J = (J0, J1, ..., Ju, ..., Jg - 1) and C = (C0, C1, ..., Cu, ..., Cg - 1) through g-times of different linear 
transformations, and the result of the u-th attention mechanism was calculated to be,

 X AT W J C
u u u u
� � �, ,  (15)

The result of the multi-head attention mechanism can be attained by performing 
fc-dimensional splicing and linear transformation on the g-th attention mechanism 
calculation result:

 MH W J C CT X X X Q
g

, , , ......,� � � � ��0 1 1

0  (16)
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Using spatial attention to acquire the feature space relation between text pairs 
enables the model to pay attention to the similarities and differences between two 
texts in the feature space. Assuming: D1 and D2 represent feature maps extracted by 
multi-scale convolution and they satisfy D1∈E1 × G × Q and D2∈E1 × G × Q, d1 × 1 represents a 
1×1 convolution layer, LA(D) represents the weight of spatial attention, δ represents 
the Sigmoid activation function, then the formula for calculating spatial attention is,

 L D f D D
a
� � � �� ��� �� ��� 1 1

1 2
;  (17)

Interactive attention can capture the interactive information between text pairs 
and focus on the semantic interaction between them. Assuming: L and B represent 
two short text feature maps extracted by the convolution layer with each row con-
taining some higher-level semantic features of the text, denoted as L = (ll, l2,...,lu,...,lj) 
and B = (b1, b2,..., bu,...,nj). In order to get the attention of mi to feature map N, the 
degree of correlation between lu and each row in B was first calculated based on the 
following formula:

 AT l b l b
u k u k

Y,� � �  (18)

The degree of correlation between each row in L and the u-th row in B can be 
calculated as follows:

 AT L b l b
u o u

Y,� � �  (19)

The attention weight of each row in B can be calculated by the following formula:

 ATT L B
e

e
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 (20)

Each row in B was weighted based on the weight of attention, and finally, the 
interactive information between the text features of the knowledge required by stu-
dents’ online learning and the knowledge of the knowledge library was attained.

4	 EXPERIMENTAL	RESULTS	AND	ANALYSIS

Table 1 lists the performance of each model in the relation extraction task. In the 
table, P, R, and F1 respectively represent precision, recall rate, and F1 score. CNN per-
formed poorly in the relation extraction task, with a precision of 61.2%, a recall rate 
of 63.8%, and an F1 score of 69.4%. This is because CNN mainly captures local fea-
tures, while the relation extraction task requires a deeper understanding of the con-
text. The Bi-LSTM performed well in terms of precision, reaching as high as 74.1%, 
but its recall rate was low, only 61.9%, and its F1 score was 72.4%. This is because 
Bi-LSTM can capture long-term dependencies of sequences but is limited in captur-
ing complex relations. The precision of the proposed model was 70.9%, its recall rate 
was 64.2%, and its F1 score was 71.8%. This is because the model has integrated the 
attention mechanism, the BiGRU, and the Gumbel Tree gate control unit, so it has cer-
tain advantages in capturing complex relations and long-term dependencies.

In case the Attention mechanism was not introduced, the precision was 74.2%, the 
recall rate was 67.5%, and the F1 score was 73.6%, indicating that introducing the 
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Attention mechanism was helpful since it could help the model focus on more import-
ant information. In case the BiGRU was not introduced, the precision was 77.8%, the 
recall rate was 63.8%, and the F1 score was 79.5%, indicating that the BiGRU layer 
had a significant effect on the performance of the model. In case the Gumbel Tree was 
not introduced, the precision was 70.5%, the recall rate was 69.4%, and the F1 score 
was 71.4%, indicating that the Gumbel Tree gate control unit played an important 
role in the model. The experimental results show that the proposed model has some 
advantages in balancing precision and recall rate and is more suitable for applica-
tion scenarios that need to comprehensively consider the two indicators.

Table 1. Comparison of experimental results of relation extraction

Model P(%) R(%) F1(%)

CNN 61.2 63.8 69.4

Bi-LSTM 74.1 61.9 72.4

The proposed model 70.9 64.2 71.8

Without Attention mechanism 74.2 67.5 73.6

Without BiGRU 77.8 63.8 79.5

Without Gumbel Tree 70.5 69.4 71.4

Fig. 4. Comparison of precision and F1 value of different word vector models

Figure 4 shows the performance of three different word vector models in terms 
of the precision and F1 value of a certain task. In this task, the performance of the 
proposed model was the best; the precision was 89.1%, and the F1 value was 85.4%. 
The performance of the GloVe was slightly worse than the proposed model; its pre-
cision was 85.2% and its F1 value was 84.7%. The GloVe is a word vector model 
established based on global word frequency statistics, and it attempts to map global 
statistical information into word vectors. Compared with the proposed model, its 
ability to capture co-occurrence information is stronger, but in terms of the said 

https://online-journals.org/index.php/i-jet


 160 International Journal of Emerging Technologies in Learning (iJET) iJET | Vol. 18 No. 18 (2023)

Li

task, the proposed model performed better. The precision and F1 value of Word2Vec 
were far lower than those of GloVe and the proposed model, which were 31.6% 
and 31.1%, respectively, indicating that the model failed to capture enough semantic 
information about words effectively when generating the word vectors.

Figure 5 shows the training results before and after introducing the multi-attention 
mechanism fusion module. The data were indicators under different iteration 
epochs, and they should be some kind of loss or error indicator, and the smaller the 
value, the better the performance of the model. After the multi-attention mechanism 
fusion module had been introduced into the constructed model, starting from iter-
ation epoch 0, the indicator of the model began with 1.85 and decreased gradually 
as the iteration epoch grew. When the iteration epoch reached 500, the indicator 
value dropped to 0.35, indicating that the model’s performance had been constantly 
improved during the training. Before introducing the multi-attention mechanism 
fusion module into the constructed model, for the model without this module, start-
ing from iteration epoch 0, the indicator of the model began at 21 and decreased 
as the iteration epoch grew. When the iteration epoch reached 500, the indicator 
value was 1.65, which was still higher than that of the model after introducing the 
multi-attention mechanism fusion module. According to the above experimental 
results, introducing the multi-attention mechanism fusion module can significantly 
improve model performance. This is because the multi-attention mechanism enables 
the model to focus more on key information, thereby improving the accuracy and 
efficiency of the model. During the training process, the performance of the model 
with the multi-attention mechanism fusion module improved constantly. Under 
the same iteration epoch, its performance was always better than that without the 
said module.

Table 2 lists the accuracy of three different models in the text similarity recog-
nition task. Max1, Max2, Min1, Min2, Aver1, and Aver2 are different aspects or sub-
tasks of the evaluation indicators. The performance of the TF-IDF + cosine similarity 
model was lower in terms of most evaluation indicators, especially on Min1 (91.34%) 
and Aver2 (91.27%); its performance was the worst. The BERT model performed 
better than the TF-IDF + cosine similarity model in terms of almost all evaluation 
indicators, and its performance on Min1 (92.25%) and Aver2 (95.81%) was especially 
outstanding. The proposed model performed better than other models in terms of all 
indicators, suggesting that the proposed model can provide richer and more accu-
rate representations when dealing with text similarity recognition tasks.

Table 3 gives the TPR (true rate), FPR (false rate), and AUC (area under the sub-
ject work feature curve) of four differently configured models in the text similar-
ity recognition task. In case the twin network was not introduced, the model’s TPR 
was 92.58%, its FPR was 2.51%, and its AUC was 91.41%. In case the multi-scale 
convolution was not introduced, the model’s TPR was 91.24%, its FPR was 1.62%, 
and its AUC was 94.57%. In case the multi-attention mechanism fusion module was 
not introduced, the model’s TPR was 90.63%, FPR was 2.48%, and AUC was 92.85%, 
which were lower than those of the model without twin networks and without 
multi-scale convolution. The model adopted in this study included configurations 
containing twin networks, multi-scale convolution, or multi-attention mechanism 
fusion modules. In terms of TPR, the proposed model significantly outperformed 
the other three configurations, reaching 98.57%. In the meantime, its FPR was 1.2%, 
which was the lowest among the four configurations. Then it’s known that introduc-
ing a twin network, multi-scale convolution, or multi-attention mechanism fusion 
module significantly improved the TPR and reduced the FPR of the model, indicating 
that the proposed model showed good performance in correctly recognizing positive 
samples and reducing wrongly recognized positive samples.

https://online-journals.org/index.php/i-jet


iJET | Vol. 18 No. 18 (2023) International Journal of Emerging Technologies in Learning (iJET) 161

Data-Driven Prediction of Students’ Online Learning Needs and Optimization of Knowledge Library Management

Fig. 5. Comparison of training results before and after introducing the multi-attention  
mechanism fusion module

Table 2. Similarity recognition accuracy of different models

Model Max1 Max2 Min1 Min2 Aver1 Aver2

TF-IDF + Cosine
similarity model

92.41% 91.52% 91.34% 96.48% 92.35% 91.27%

BERT 95.84% 94.57% 92.25% 95.74% 94.58% 93.81%

The proposed model 96.35% 95.85% 94.52% 97.16% 96.32% 95.38%

Table 3. Similarity recognition accuracy of the model before and after improvement

Model TPR FPR AUC

Without the twin network 92.58% 2.51% 91.41%

Without multi-scale convolution 91.24% 1.62% 94.57%

Without multi-attention mechanism fusion module 90.63% 2.48% 92.85%

The proposed model 98.57% 1.2% 96.61%

https://online-journals.org/index.php/i-jet
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5	 CONCLUSION

This study proposes a short text similarity recognition model that is based 
on a twin network. This model solves the low accuracy of conventional relation 
extraction models caused by insufficient context information when processing short 
texts. By combining the multi-scale convolution and multi-attention mechanism 
fusion modules, the model can capture the semantic relations between texts more 
accurately and effectively match students’ online learning needs with the rule fields 
in the knowledge library. Based on experimental results, the following conclusions 
could be drawn:

1. Specific solutions were proposed for challenges in extracting relations from short 
texts in this study. With the help of the twin network, the proposed model could 
process paired texts and enhance its expression ability by learning the similarity 
between text pairs.

2. The feature extraction had been enhanced: Multi-scale convolution played a key 
role in the feature extraction stage as it enabled the model to capture different 
levels of information and analyze multiple aspects of texts.

3. Fusion of attention mechanisms: By fusing three mechanisms of multi-head 
self-attention, spatial attention, and interactive attention, the proposed model can 
focus more comprehensively on the key features of texts. Such a fusion strategy 
has enhanced the model’s ability in to pay attention to different-type information.

4. Accuracy and efficiency had been improved: The proposed model outperformed 
the baseline model in terms of multiple performance indicators, suggesting that 
it can process the similarity of short texts and complete relation extraction tasks 
more accurately and efficiently.

5. Knowledge library management was optimized: The proposed model has great 
value for knowledge library management since it can assist rule updates by accu-
rately identifying and matching relevant information, which is very important 
for maintaining the quality and reliability of the knowledge library and offering 
personalized services.
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