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Practical Analysis of Digital Technology in an Electronic 
Education Platform in PE Training

ABSTRACT
To improve the practical effect of digital technology (DT) in electronic education platform 
(ECP) in sports training, this study proposes using OpenPose as the main method of posture 
matching in sports teaching. MobileNet was introduced to replace the backbone network in 
OpenPose to improve the efficiency of the model. At the same time, self-attention mecha-
nism (SAM) is introduced to improve the accuracy of the model. In the performance verifi-
cation results, the proposed algorithm has a mean mean absolute error (MAE) of 0.793 and 
a root mean square error (RMSE) of 0.628. The accuracy of the proposed algorithm reached 
a maximum of 0.893 in the test set. The accuracy of the proposed algorithm exceeds 90% in 
the training set. In the practice of physical education (PE) and training, the absolute error 
between the actual value and the predicted value does not exceed 1.5 cm, while the relative 
error does not exceed 1.2%. The minimum absolute error and relative error are 0.01 cm and 
0.2%, respectively. The proposed algorithm has high prediction effect and performance, and 
can be applied to PE training.

KEYWORDS
electronic education platform (ECP), digital technology, physical education (PE), OpenPose, 
MobileNet, self-attention mechanism (SAM)

1	 INTRODUCTION

The development of digital technology (DT) has promoted the rapid dissemination 
of network resources. In the field of education, the application of DT has promoted 
the establishment of an electronic education platform (ECP) [1]. In the teaching of 
physical education (PE), action demonstration and action imitation are important 
forms of physical education teaching. For physical education teaching, using mul-
timedia and other media to display content is a very suitable teaching method. 
Educators can use ECP for video network teaching, etc. [2]. Students can learn PE 
videos through ECP. To enhance the teaching effect, it is necessary to identify and 
predict the actions in the video. DT can extract effective information from it and 
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perform pose matching and prediction [3]. Research has shown that OpenPose can 
conduct real-time educational monitoring and provide feedback to teachers on the 
acquired information. MC Su et al. used this method to establish a visual detection 
system for analyzing students’ actions and behaviors. The system can effectively 
recognize students’ facial expressions and body movements and has a small detec-
tion error [4]. However, OpenPose is highly complex and computationally difficult 
at runtime. Therefore, further improvements are needed in practical applications. 
MobileNet is an improved version of the convolutional neural network (CNN). It can 
be used in image processing, feature extraction, and other work. Unlike traditional 
CNN, MobileNet belongs to a lightweight network model, which can reduce the com-
putational difficulty of backbone networks. Therefore, this study proposes to intro-
duce this model to optimize OpenPose. At the same time, to ensure the accuracy of 
the model while improving its running speed, the experiment also introduced SAM 
for optimization. Deng T. et al. conducted research on the detection of road vehicles. 
The experimental content proves that the introduction of the attention mechanism 
improves the real-time feature extraction ability of the MobileNetv3 network [5]. 
Based on the existing achievements, this study proposes to use OpenPose for pos-
ture matching in PE teaching. MobileNet and SAM are also introduced for method 
optimization. It is hoped to improve the practical effect of DT in PE electronic 
education platform.

2	 RELATED WORKS

The application of ECP can give full play to the limited teaching resources, such 
as teachers and venues. This approach breaks the constraints of time and space, can 
maximize the enrichment of students’ teaching content, and further improves the 
quality of PE teaching. Using ECP can connect teaching resources, educators, and 
students [6]. The application of ECP in PE can achieve virtual teaching, intelligent 
teaching, precision education, and multiple teaching. DT is an important technical 
means for the application of ECP. The application of DT has promoted the establish-
ment of ECP and the optimization and improvement of ECP [7]. Data processing and 
intelligent computing can be performed through DT in ECP. Therefore, DT can sig-
nificantly improve the application of ECP in physical education. ECP contains many 
teaching video resources. Therefore, further research on ECP is needed. Among the 
resources stored on ECP, video resources are the main teaching resources. Teachers 
can use online teaching videos for physical education. Students can use video to imi-
tate and connect actions. Therefore, the recognition and prediction of human motion 
in video have become the focus of research. At this point, the relevant DT can be used 
to identify and predict human actions. In existing research, OpenPose can refine and 
classify human bone points, etc., to achieve effective posture matching. In human 
gait analysis, OpenPose can detect human joint points, and it can also measure 
human joint angles. Through data processing, this method can be involved in human 
motion analysis [8]. During autonomous learning, OpenPose can accurately extract 
bone data from sick children and predict track movements based on this data. This 
method can effectively reduce data noise and has high efficiency in pose matching. 
This has a positive promotion effect on the treatment of sick children [9]. Some schol-
ars have integrated OpenPose with other methods. Based on this, they established 
a deep learning model that can be used to detect dynamically changing behavior. 
This model can predict real-time changes and can be used for behavior monitoring 
and prediction in intelligent manufacturing [10]. Huang S. et al. used this method to 
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detect subway ticket evasion. This method can extract and estimate human skeleton 
information. The researchers then introduced a pose flow to track bone sequences. 
The optimized method effectively detects and estimates the final state of the human 
body and can be used to detect ticket evasion behavior [11].

Researchers such as Da T. have applied MobileNet to the prediction of low-resolution 
images and combined it with CNN to refine image information. Based on this, a light-
weight image segmentation method was established in the experiment. This method 
can effectively perform image segmentation while maintaining high operational effi-
ciency [12]. Tsutsumi T. et al. have shown that MobileNet can effectively process patho-
logical images. This model can effectively distinguish between normal and abnormal 
images. In the model validation results, this method has high performance in distin-
guishing pathological images [13]. In large-scale inkjet printing work, researchers have 
improved MobileNetV2 and applied it to image classification. After parameter optimi-
zation and method improvement, the method can accurately predict inkjet conditions. 
The optimized method can successfully demonstrate the inkjet process, ensure the 
efficiency of the testing process, and reduce the testing time [14]. Kulkarni U. et al. used 
MobileNet for feature extraction of visual images. Through parameter optimization, the 
redundancy of the network is effectively reduced while reducing quantization losses. 
At the same time, while maintaining high prediction accuracy, the new model can also 
reduce the parameter volume and improve operational efficiency [15]. When faced 
with complex images, attention mechanisms can be used to extract image features. 
When combined with self-supervised learning methods, this method can refine the 
image features and obtain corresponding feature maps. The validation results in the 
dataset confirm that the method has high detection performance [16]. Hu J. et al. pro-
posed that the dual attention mechanism can be used to improve image quality. Two 
modules were introduced to establish a dual attention mechanism to improve the fea-
ture thinning ability of defect images. MobileNet was also introduced to classify image 
features. The combination of the two can effectively improve the processing results of 
defect images, with an accuracy rate of over 98% [17]. Yue J. et al. used the lightweight 
MobileNet to study images of fish schools. At the same time, SAM was introduced to 
improve the method. Through the combination of methods, the problems of image 
occlusion and low image clarity were solved in the research. The improved method’s 
detection rate results in different data sets are above 88% [18].

From the contents above, OpenPose exhibits high performance in pose match-
ing and has a high application value. The MobileNet model not only maintains the 
feature extraction capabilities of traditional methods but also effectively improves 
efficiency. At the same time, the attention mechanism model can further improve 
the accuracy of feature extraction. Therefore, in this study, OpenPose was selected 
as a posture-matching method in PE teaching. To further improve the efficiency 
and accuracy of this method, MobileNet and SAM are also introduced for method 
optimization. It is hoped to further enhance the practical effect of DT in PE teaching.

3	 PRACTICAL ANALYSIS OF DT IN PE TRAINING

3.1	 A pose matching algorithm based on OpenPose

OpenPose human posture estimation can predict the joint points of the human 
body in video, showing strong robustness in estimating human posture. Based on 
OpenPose, a PE teaching system was designed. The system can use posture matching 
to evaluate the standard degree of basic sports movements. The entire PE teaching 
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system mainly includes three parts, namely, the image preprocessing module, the 
posture information extraction module, and the posture matching module. Firstly, in 
the preprocessing module, it can preprocess the PE teaching video through OpenPose 
to obtain the coordinates of the bone points. Then, standardization processing was 
carried out. After video preprocessing, it is necessary to extract gesture information 
from the video. It mainly includes the acquisition of center of gravity information, 
limb angle information, and human upward information. Then the different pos-
ture features are fused. The next step is gesture matching. It mainly includes posture 
matching evaluation, deviation limb recognition, and deviation limb identification. 
Through this sports teaching system, it is possible to evaluate whether students’ sports 
training actions are standard, which is conducive to improving the quality of stu-
dents’ sports teaching. Figure 1 shows the module display of the PE teaching system.

Video
preprocessing

Obtaining
bone point
coordinates

Standardized
processing

Pretreatment
module

Obtaining center
of gravity

information

Obtaining limb
angle information

Obtaining Human
orientation
information

Fusion of
different posture

features

Attitude matching
evaluation

Deviation limb
recognition

Deviation limb
sign

Attitude information
extraction module

Attitude
matching module

Fig. 1. Module display of PE teaching system

OpenPose is the key technology of the entire PE teaching system, so this exper-
iment describes this method in detail. OpenPose is a human bone point prediction 
model built on the basis of CNN. It can predict bone points by constructing CNN in 
stages while outputting its predicted confidence heat map. Affinity fields (AFs) are 
the basis for connecting different skeletons. To improve the accuracy and speed of 
model prediction, OpenPose predicts AFs between different points and predicts the 
bone points in the next stage. Figure 2 shows the network architecture of OpenPose.
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S1

h̀×ẁh̀×ẁ
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Fig. 2. Network architecture of OpenPose

https://online-journals.org/index.php/i-jet


iJET | Vol. 18 No. 22 (2023)	 International Journal of Emerging Technologies in Learning (iJET)	 63

Practical Analysis of Digital Technology in an Electronic Education Platform in PE Training

The main backbone network of CNN is VGG-19. In OpenPose’s network archi-
tecture, it is necessary to initialize and fine-tune the top 10 network layers in the 
VGG-19 structure. From this, a set of input characteristics can be obtained. Then map 
them to the first level of the branch, respectively. In the first phase of the OpenPose 
network architecture, part of the AFs field Lt = ∅1 (F) and detection confidence dia-
gram S1 = ρ1 (F) are generated. Where F represents the mapping, and ∅1 and ρ1 rep-
resent the CNN used for reasoning. In the subsequent stages, the confidence diagram 
for stage t can be obtained using formula (1).

	 S F S L tt t t t� � �� �� ( , , ),1 1 2 	 (1)

∅1 and ρ t represent the CNN used for reasoning in the t stage in formula (1). Then, 
partial AFs fields of stage t can be obtained using formula (2).

	 L F S L tt t t t� � � �� �( , , ),1 1 2 	 (2)

At the end of the different stages, each branch uses a loss function. This loss func-
tion can guide the model to predict limb AFs in S1 and branch 2. At the same time, 
the regularization term in the experiment selects the L2 norm and uses it to spatially 
weight the loss function. Equation (3) is the loss function of the first branch at stage t. 
Equation (4) is the loss function of the second branch at stage t.
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In equations (3) and (4), p represents the learning position. The confidence graph 
and partial affinity vector field of labeled nodes are represented as S

j
*  and L

c
* , 

respectively. When the binary mask matches the W(p) = 0, W can avoid affecting 
the true prediction. To avoid the occurrence of gradient disappearance problems 
at different stages, periodic gradient supplementation can be carried out. This pro-
cess requires intermediate supervision. During the training process, equation (5) 
represents the overall training goal.
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3.2	 Pose matching algorithm based on improved OpenPose

The above section provides a basic description of the principles of OpenPose 
network architecture. In the established PE teaching system, OpenPose has high 
accuracy. However, in practical applications, the model structure based on the 
OpenPose network architecture is relatively complex. This results in a large amount 
of calculation, a long running time, and a huge consumption of storage space for 
the model. Therefore, further optimization and streamlining of OpenPose are also 
needed to compress the running time of the algorithm. It is proposed to introduce the 
MobileNetv3 lightweight network to replace the VGG-19 network structure applied 
in the OpenPose network architecture. MobileNetv3 network architecture is also a 
type of CNN, but this network architecture can significantly reduce the amount of 
computation and the volume of parameters. MobileNetv3 is mainly divided into a 
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deep convolution layer (DCL), an inverted residual structure (IRS), a point-wise con-
volution layer (PCL), and a channel attention SE module. Figure 3 shows the network 
structure of MobileNetv3.

Linear bottleneck

SE

Inverted residual structure

PCL

DCL

Fig. 3. Network structure of MobileNetv3

In the MobileNetv3 network architecture, DCL and PCL can be combined to 
perform deeply separable convolution operations. This is why MobileNetv3 can 
reduce the amount of computation and parameter volume. At the same time, in 
the MobileNetv3 network architecture, a PCL, the linear bottleneck architecture, 
is placed at the forefront. In adjacent modules, the number of deep convolution 
kernels located at adjacent input locations is easily limited. The linear bottleneck 
structure can solve this problem. Assume that the input characteristic graph in the 
MobileNetv3 network structure is Finput. Equation (6) provides the expression.

	 F
input

H W C
in in in�� � � 	 (6)

In equation (6), Hin is the height of the feature map, Win means the width of 
the feature map, and Cin represents the number of channels in the feature map. 
Equation (7) is a traditional convolutional kernel expression.

	 F
input

H W C N
k k in�� � � � 	 (7)

In equation (7), Hk is convolution kernel’s height, Wk means convolution kernel’s 
width, Cin refers to convolution kernel’s channels number, and N represents convo-
lution cores number. Equation (8) presents an output characteristic graph with a 
channel number of N.

	 F
output

H W N
out out�� � � 	 (8)

In equation (8), Hout represents output characteristic graph’s height, and Wout 
means output characteristic graph’s width. Equation (9) provides a calculation 
method for point convolution kernels.

	 K
PC

C N
in�� � � �1 1 	 (9)

Point convolution cores are the key to solving the problem of limited number 
of deep convolution cores in MobileNetv3 network architecture. Equation (10) is a 
calculation method for the point depth convolution kernel.

	 K
DC

H W C
k k in�� � � 	 (10)
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The dimension size of the deep convolution kernel is consistent with that of 
the traditional convolution kernel. The difference between deep convolution 
and traditional convolution is that deep convolution has the same size of output and 
input channels. Through the above definition, by using the calculation method, the 
amount C and the parameter volume S in traditional convolution can be obtained. 
Equation (11) is the calculation method for C.
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Equation (12) is the calculation method of S.
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By using the calculation method amount Cd and the parameter volume Sd in depth 
convolution can be obtained. Equation (13) is the calculation method for Cd.
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Equation (14) is the calculation method for Sd.
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From equations (11) to (14), the Cd and Sd in deep convolution are greatly reduced, 
which improves the running speed of MobileNetv3. However, this can also lead to a 
loss of recognition accuracy. Therefore, to ensure the running speed of MobileNetv3 
while improving its recognition accuracy, a channel domain SE module is introduced 
into the structure. This can increase the amount of channel information and improve 
the network’s representation ability. To a certain extent, the introduction of the SE 
module improves recognition accuracy. However, for the complex environment in 
sports teaching videos, the structure still needs to be further optimized. Therefore, 
in this study, the spatial domain SAM was also introduced, and the self-attention SE 
module was generated. Figure 4 shows the structure of the self-attention mechanism.
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Fig. 4. Structural diagram of the self-attention mechanism
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As illustrated in Figure 4, there are mainly three parts of SAM. Firstly, it is 
necessary to input the feature map obtained in MobileNetv3 into three convolution 
modules, so as to obtain a triple (Q, K, V) of the feature map. The calculation of simi-
larity can be obtained using the dot product of Q and K. The calculated result is then 
divided by d

k
, where dk is the dimension of Q and K. Then, the Softmax function is 

used to process the results. Finally, the obtained results are weighted and summed 
with V. See equation (15) for specific calculation

	 Attention Q K V soft
QK

d
V

T

k

( , , ) max�
�

�

�
�

�

�

�
� 	 (15)

In addition, the feature map of the output was compressed and activated in the 
study. Compression operations can obtain global information. The activation oper-
ation can have the importance of obtaining inter-channel information. The above 
operations can greatly reduce the calculation amount and parameter volume. 
The final feature weights can be calculated using the sigmoid activation function, 
achieving the goal of recalibrating features. In the channel domain and the spatial 
domain, after obtaining the new weight distribution, the attention modules of these 
two dimensions are introduced into the OpenPose network structure in a parallel 
manner, enabling it to learn more features. After obtaining the features, it is neces-
sary to go through the initialization and refinement stages to obtain partial AFs and 
key-point heat maps. That is, in the OpenPose network structure, two branches are 
applied at different prediction stages. At the same time, the weights of the previous 
layers in the network structure are shared to obtain a single prediction branch. This 
can reduce the amount of calculation.

4	 VALIDATION ANALYSIS OF DT IN PE TRAINING

To ensure the objectivity and comparability of the validation analysis, all 
operations during the validation process are performed in the same hardware 
and software environment. The operating system used in the verification experi-
ment is Windows 10, the GPU hardware is GeForce 2080Ti, and the RAM is 4.00G.  
The version of the application software is MATLAB R2013B. The data set used for 
the validation test is the COCO data set, and the data in this data set is highly repre-
sentative and comprehensive. There are 1000 sets of data used for validation. The 
ratio of the training set to the test set in the data is 9:1. After initial testing and debug-
ging, the parameter settings of the algorithm were determined. The proposed algo-
rithm and the comparison algorithm use the same settings to ensure comparability.  
The initial learning rate and decay ratio of the algorithm are both 0.1. During train-
ing, Adam optimization was used to improve algorithm performance (see Table 1).

Table 1. Experimental environment

System Windows 10 Graphics card GeForce 2080Ti

Software MATLAB R2013B RAM 4.00G

Data Set COCO Deep learning framework Pytorch 1.7.1

Picture Size 224,416,512 Batch size 8,16,32

Optimizer During Training Adam Initial learning rate 0.1

Decay Period 5 Decay ratio 0.1
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The important indicators for evaluating the effectiveness of model training 
are the loss function and mean square error (MSE). The faster these two indica-
tors decrease with the increase in the number of iteration steps and the lower the 
value after stabilization, the better the effectiveness of model training. To verify 
the value of the proposed algorithm, current algorithms of the same kind, OpenPose, 
MobileNetv3+self, and MobileNetv3+SE, are compared. Figure 5 shows the statistical 
results of the loss function and MSE evaluation indicators. Figure 5a shows the loss 
function, and Figure 5b shows the MSE. It was observed that the two indicators of 
the proposed algorithm decreased the fastest. When iteration step number is 20, the 
proposed algorithm’s loss function value is 0.242, and MSE is 0.573. Under the same 
iteration steps, other algorithms’ performance is worse than the proposed algorithm. 
When the iteration reaches 120 steps, the curves of all algorithms tend to be stable. 
At this time, the two index values of the proposed algorithm are still the lowest, but 
all algorithms have a small difference.

This paper MobileNetv3+self MobileNetv3+SEOpenpose
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Fig. 5. Loss function and sum of root mean square error

After evaluating the training results, the test results can be evaluated. The model 
training quality plays a decisive role in algorithm performance. Figure 6 shows the 
mean absolute error (MAE) and root mean square error (RMSE) indicators under 
the test set. These two indicators show the algorithm’s error situation from different 
perspectives. The fewer algorithm errors, the stronger the algorithm’s performance. 
Figure 6a shows MAE indicator test results, and Figure 6b shows RMSE indicator 
test results. In the test set, the MAE and RMSE curves of the proposed algorithm are 
generally stable, indicating fluctuations in a small range. The differences in error 
situations can be intuitively seen from the curves of each algorithm. Under both 
indicators, the error curve of the proposed algorithm is at the bottom, representing 
the lowest overall error. After calculation, the proposed algorithm has a mean MAE 
of 0.793 and a mean RMSE of 0.628, both of which are the lowest among the algo-
rithms. The training results of the algorithm are good, and the algorithm shows the 
lowest error in testing.

https://online-journals.org/index.php/i-jet


	 68	 International Journal of Emerging Technologies in Learning (iJET)	 iJET | Vol. 18 No. 22 (2023)

Luo

This paper MobileNetv3+self MobileNetv3+SEOpenpose

0 20 40 60 80 100 120
0

0.3

0.6

0.9

1.2

1.5

M
A

E
/%

Iterations

a) MAE

0 20 40 60 80 100 120
0

0.2

0.4

0.6

0.8

1.0

R
M

SE
/%

Iterations

b) RMSE

8

6

8

Fig. 6. MAE and RMSE of different models

Table 2 shows the evaluation results of the indicators used to evaluate algorithm 
performance, in addition to error. To verify the performance of each algorithm in dif-
ferent environments, they were tested at image sizes of 224, 416, and 512, respectively. 
The accuracy rate of the proposed algorithm under 224 image sizes is 0.887, the 
recall rate is 0.571, and the F1 value is 0.408. As the image size increases, the above 
indicators of the proposed algorithm also increase. Comparing different algorithms 
under the same image size, the proposed algorithm’s relevant indicators are always 
the highest. When image size is 416, the proposed algorithm’s accuracy rate is 0.989, 
and the closest one to it is the MobileNetv3+self-algorithm, with an accuracy value 
of 0.887. Other algorithms’ accuracy rates are lower than this value. These algorithms 
all have significant fluctuations depending on the image size, but the overall perfor-
mance of the proposed algorithm is steadily higher than other algorithms.

Table 2. Performance indicators comparison

Model Image Size Mean Average Precision Precision Recall F1

This paper

224 0.867 0.887 0.571 0.408

416 0.949 0.989 0.673 0.500

512 0.969 0.979 0.765 0.510

OpenPose

224 0.734 0.765 0.510 0.326

416 0.816 0.847 0.571 0.357

512 0.857 0.867 0.612 0.408

MobileNetv3+self

224 0.816 0.816 0.581 0.398

416 0.857 0.887 0.612 0.408

512 0.918 0.949 0.663 0.459

MobileNetv3+SE

224 0.602 0.632 0.388 0.296

416 0.683 0.694 0.469 0.326

512 0.765 0.796 0.510 0.377

Accuracy is one of the most intuitive and important evaluation indicators of an 
algorithm, which directly reflects the algorithm’s ability to correctly process target 
data. Figure 7 shows the accuracy and performance of each algorithm in training and 
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test sets. Figure 7a shows algorithm performance when training. Figure 7b shows 
algorithm performance when tested. Observing the curve shape, the proposed algo-
rithm’s accuracy is the highest in both training and testing. Each algorithm exhibits 
significant fluctuations in the test set, while its curve in the training set is relatively 
smooth. This is caused by the algorithm’s nature itself. In the test set, the algorithm’s 
accuracy rate reached a maximum of 0.893, and its accuracy rate throughout the 
entire operation process is always higher than that of other comparison algorithms. 
In the training set, the proposed algorithm’s accuracy rate is up to 90%, indicating 
that this algorithm’s performance in training and testing is relatively close.
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Fig. 7. Accuracy of different data set

To conduct a more comprehensive evaluation of the algorithm, relevant data were 
also collected, and the receiver operating characteristic (ROC) curves of each algorithm 
were plotted during the validation process. This orientation takes specificity and sen-
sitivity as the coordinate axes and visualizes algorithm performance. From a graphical 
perspective, the larger the area under the curve, the better the algorithm’s performance. 
Figure 8 shows the ROC curves of each algorithm. Overall, the proposed algorithm has 
the largest area under the curve, which represents a better overall performance of 
the proposed algorithm. For a more intuitive analysis, by zooming in on some of the 
spaces in the figure, the proposed algorithm’s ROC curve is smoother, while the other 
three comparative algorithms have significant fluctuations in some positions.
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The final step in verification is to test algorithm performance in real sports 
training. The proposed algorithm is applied to real sports training. Its output and 
the real situation’s difference are observed. Figure 9 shows the validation results. 
Figure 9a shows the algorithm’s comparison between calculated results and actual 
values. Figure 9b shows their relative and absolute errors. The difference between 
the actual long jump scores and the system test scores under different test num-
bers is small. The absolute error between the algorithm results and the true value 
under each number does not exceed 1.5 cm, while the relative error does not 
exceed 1.2%. The minimum absolute error and relative error are 0.01 cm and 0.2%, 
respectively. This result demonstrates the application value of the algorithm in prac-
tical sports training.
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Fig. 9. Comparison of scores and error results between actual long jump results and test results

5	 CONCLUSIONS

In the ECP of PE, the application of DT has promoted the development of physi-
cal education. To better improve the application effect of DT in physical education, 
this study proposes using Open Pose as a posture matching method in physical 
education. To further improve the efficiency and accuracy of this method, Mobile 
Net and SAM are also introduced for method optimization. In performance verifi-
cation results, the proposed algorithm has a mean MAE of 0.793 and a mean RMSE 
of 0.628. When tested, the proposed algorithm’s highest accuracy rate was 0.893. 
When training, the proposed algorithm’s accuracy rate is up to 90%. This algo-
rithm’s ROC curve is smoother and has the largest area. In practice of PE, the actual 
long jump score and system test score’s difference is small. The algorithm’s results 
and true value’s absolute error do not exceed 1.5 cm under each number, while 
its relative error does not exceed 1.2%. The minimum absolute error and rela-
tive error are 0.01 cm and 0.2%, respectively. The proposed algorithm has a high 
prediction effect and performance and can be applied to PE teaching. However, 
this method has not yet been applied to more complex sports action teaching. 
The impact of complex environments on this method has not been studied. In 
subsequent experiments, it is also necessary to consider complex actions and 
scenarios’ impacts.
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