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of Education Environment Design

ABSTRACT
The technologies of virtual reality (VR) and augmented reality (AR) have developed fast in 
recent years and have been applied in various scenarios, including the field of education. 
Now educators attempt to make use of these new technologies to create an immersive learn-
ing environment (ILE) for students, in the hopes of helping them improve learning efficiency 
and quality. Currently, available research on the design and optimization of ILE focus on 
how to introduce teaching content into the 3D environment and improve user experience, 
while a series of problems are still pending for solutions, such as how to arrange the lay-
out in multi-dimensional space, how to optimize the vision in immersive environment based 
on edge strategy, and how to improve image quality using panoramic-view specific-region 
super-resolution (PSS) algorithms that use non-local feature fusion. In view of these matters, 
this study proposed a novel method for the design and optimization of an ILE. At first, prob-
lems of how to create a visual layout of network topology in the ILE, how to arrange the lay-
out based on the advantages of different-dimensional spaces in scenes, and how to carry out 
visual optimization combined with the edge strategy were discussed in detail. Then, a new 
PSS algorithm that utilizes non-local feature fusion was proposed, and the functioning of the 
multi-scale non-local feature fusion module and the specific structure of the high-solution net-
work were introduced in detail. The findings of this study could provide useful theoretical evi-
dences and practical guidance for the design and optimization of ILE, giving new possibilities 
for improving the effect of ILE and enhancing user experience.
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1	 INTRODUCTION

As a new round of technological revolution is coming, technologies such as vir-
tual reality (VR) [1–3] and augmented reality (AR) [4–7] are now transforming our 
way of life and working as a brand new method of perception and interaction that 
transcends images, texts, and videos and opens a whole new 3D world for us. In the 
field of education, they also open up new possibilities [8–13].

In a traditional teaching environment, students are usually stuck with 
two-dimensional textbooks and learning resources. For some complicated concepts, 
they are unable to understand or master them from different perspectives and 
dimensions [14–17]. For instance, some students often find it difficult to understand 
and master abstract mathematical concepts and physical principles. With the help of 
VR and AR, these complex concepts can be shown in 3D space, where students can 
view them from various perspectives and dimensions, and this can improve their 
learning efficiency and quality [18–20].

An immersive learning environment (ILE) not only provides new learning 
resources but also changes the way people learn. In such an environment, students 
can interact with the environment, seek knowledge by themselves, and build their 
own knowledge structure, while in contrast, in a traditional learning environment, 
they just receive knowledge passively. A good example is the virtual lab. Students 
can perform experiments in the virtual lab and experience the history in a simu-
lated historical scene. This can deepen students’ learning, increase the pertinence of 
learning, and trigger students’ learning interest.

However, despite the fact that ILE has unlimited potential, there are many chal-
lenges in its actual design and application, such as the problems of how to effectively 
utilize the 3D space, how to realize effective visual optimization in the immersive 
environment [21–23], and how to effectively merge the teaching content into the 
immersive environment [24] [25].

The purpose of this research is to discuss the design methods and application 
strategies of ILEs. At first, the visual layout of network topology in ILEs was inves-
tigated, and a few problems were studied, including how to arrange the layout 
based on the advantages of different-dimensional spaces in scenes and how to 
carry out visual optimization combining with the edge strategy so as to improve 
learning environment and user experience. After that, a PSS algorithm provides a 
new idea and method for image processing and rendering of immersive learning 
environments.

2	 VISUAL	LAYOUT	OF	IMMERSIVE-STYLE	NETWORK	TOPOLOGY

The visual layout of network topology plays an important role in ILE as it can 
help create a learning environment that conforms to cognitive laws and improves 
the efficiency of information acquisition and processing. Through an in-depth inves-
tigation on how to arrange layout based on the advantages of different-dimensional 
spaces in scenes, an environment that is closer to the cognitive pattern of learners 
can be created, so that the learners can acquire and process information more natu-
rally and intuitively in the VR or AR environment. Figure 1 gives the framework for 
the design of an immersive learning environment.
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Fig. 1. Framework of immersive learning environment design

There are some challenges in the analysis of the network topology of an ILE, and 
the first one is the complexity of the ILE itself. Since an immersive environment has 
a higher sense of reality and is more interactive, the visual layout of network topol-
ogy needs to take more dimensions and factors into consideration, such as spatial 
layout, user perspective, interaction mode, etc., and these have posed new require-
ments for the analysis of network topology. Another challenge is how to use the 
ILE to carry out analysis when facing large-scale and complex network data, and 
this requires researchers to develop new visualization techniques and algorithms to 
improve data processing efficiency and accuracy.

The dimension-fusion network topology layout is an effective method to solve 
the analysis of network topology in ILE, it can make full use of the advantages of dif-
ferent dimensional spaces to compensate for the shortcomings of single-dimension 
layout, thereby improving the understanding and analysis of the network. The 
single-dimension of the layout can help users perceive network relevance as a 
whole; however, due to the limited dimension of layout, its ability to explore deep 
into the internal relevance of communities is relatively weak, which has restricted 
users’ deeper level understanding and analysis of the network. In contrast, the 
dimension-fusion network topology layout introduces more dimensions based on the 
one-dimension layout, enabling the users to observe and analyze the network from 
different perspectives and levels, thereby making explorations step-by-step from the 
overall perspective to the details at each level. The community structure partitioning 
method based on the modularity matrix and the dimension fusion layout based on 
the Fruchterman Reingold (FR) algorithm are two important approaches for pro-
cessing the network topology, and both are playing important roles in improving the 
visual effect of the network and interpreting the complex network structure. In this 
paper, the two methods were combined to realize a dimension-fusion network topol-
ogy layout in an ILE. Figure 2 illustrates the flow of the dimension transformation 
topology layout.

https://online-journals.org/index.php/i-jet


 26 International Journal of Emerging Technologies in Learning (iJET) iJET | Vol. 18 No. 20 (2023)

Yang

Fig. 2. Flow of dimension transformation topology layout

The community structure partitioning method based on the modularity matrix 
uses the modularity matrix of the network to reveal the potential mode between 
community structure and its features. This method draws on the concept of modu-
larity matrix proposed by NewMan to perform community partitioning on network 
structure and find the benefit function that maximizes the network modularity, 
thereby realizing effective identification of community structure in the network. 
Network modularity means that a network is partitioned into multiple, relatively 
independent modules or communities that are densely connected internally and 
sparsely connected externally. Modularity maximization is to search for the optimal 
solution of network partitioning so that the number of links inside communities is 
the highest and the number of links between communities is the lowest. Such com-
munity partitioning is conducive to revealing the community structure of the net-
work, as it provides a clearer view to help users understand and analyze the internal 
structure and functions of the network.

Assuming there are b nodes and l edges in a network, where Fc represents the degree 
of any node c in the network, and the network is represented by an undirected graph 
adjacency matrix S. If there is a connecting edge between two nodes cu and ck, then Suk 

is equal to 1, otherwise it is equal to 0. In the process of randomly assigning edges to 
the network, the edges need to be bisected to generate lb = 2l connecting points; in a net-
work in which 2l connecting points are randomly matched, the expected value of the 
probability of the number of connecting edges between cu and ck can be represented by  
EXuk = FuFk/2l, then in the random network, the difference between the number of con-
necting edges between cu and ck and the expected value of the probability of the num-
ber of connecting edges between the two can be represented by Suk-EXuk; assuming  
FuFk/2l = Ouk represents the probability model of nodes cu and ck about edges; σuk rep-
resents whether nodes cu and ck belong to a same community, and its quantified expres-
sion is σuk = (Auk + m)/2, then the following formula gives the expression of modularity:
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Fig. 3. Visual layout of different dimensions
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The dimension fusion layout based on the FR algorithm draws on the idea of 
the FR algorithm based on the partitioning results of the previous method and inte-
grates the layout of different dimensions into an immersive 3D environment. The 
FR algorithm is a commonly used force-directed layout algorithm that arranges the 
layout of network nodes by stimulating the interaction of forces, thereby attaining 
a good visual effect of the network. In an immersive environment, the FR algorithm 
can effectively reduce chaotic nodes and crossing edges so that the visual effect of 
the network can be shown better. By introducing 3D space, it can give richer infor-
mation about the network structure and provide a more intuitive and natural way 
of interaction, thereby further improving the users’ learning and using experience. 
Figure 3 shows the visual layout of different dimensions. Assuming f (u, k) represents 
the distance between nodes u and j, a(u, k) represents the length of the spring model, 
k represents the elasticity coefficient of the spring model, r represents the electro-
static force constant between any nodes, μ represents the weight between the two 
nodes, then the following formula gives the definition of the energy model in the FR 
algorithm:
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In order to fully retain the structural features of learning communities in the ILE, 
after being subjected to the force-directed layout, the coordinates (zu, tu, xu) of super 
node Vu were taken as the center to perform the secondary force-directed layout; 
assuming (yz, yt, yx) represents the spatial translation vector, then the spatial transla-
tion transformation matrix can be written as:
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Assuming: (z, t, x) represents the coordinates of any node after subjected to the 
secondary force-directed layout, [zu tu z 1]Y represents the one-dimensional homoge-
neous coordinate matrix of the node, [zu t x 1]T represents the two-dimensional homo-
geneous coordinate matrix of the node, [z t x 1]T represents the three-dimensional 
homogeneous coordinate matrix of the node, then the following formula gives the 
expression of the homogeneous coordinate matrix of transformed c in any spatial 
dimension:
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3	 PSS	ALGORITHM	FOR	IMMERSIVE	LEARNING	ENVIRONMENT

The PSS algorithm based on non-local feature fusion is very meaningful for the 
design of an ILE. The image quality of the ILE directly affects the learning experience 
of learners, and the proposed PSS algorithm based on non-local feature fusion can 
greatly improve the said image quality, making the created ILE more vivid, thereby 

https://online-journals.org/index.php/i-jet


 28 International Journal of Emerging Technologies in Learning (iJET) iJET | Vol. 18 No. 20 (2023)

Yang

enriching learners’ perception experience and increasing their learning initiative 
and interest.

The proposed algorithm aims at the super-resolution reconstruction of specific 
regions in panoramic view images of the ILE and to improve the visual experience 
of users. In terms of the adaptive feature fusion of non-local networks, the proposed 
algorithm can automatically identify and fuse features in different regions of pan-
oramic view images and provide richer information sources for super-resolution 
reconstruction. The conventional super-resolution reconstruction methods tend to 
consider only the local pixel information, while the global features of images are 
often ignored. Non-local networks can improve the accuracy of super-resolution 
reconstruction through global feature fusion, as they can improve the resolution 
of specific surrounding regions by fusing non-local features in images based on the 
high resolution of the viewport of panoramic view images.

Assuming: tu represents output response of the position to be calculated, z rep-
resents the input feature image, k represents the position index of the input feature 
image, Va(z) represents the normalization factor, d represents the function for calcu-
lating the similarity between two specific feature blocks, Qh represents the matrix to 
be learnt, then the general formula for non-local networks is:

 tu
V z

d z z h z
i u k

k

k
�

�
�1

( )
( , ) ( )  (5)

 h z Q z
k h u

( ) =  (6)

To improve the accuracy and comprehensiveness of the fused information of 
high resolution viewport, this paper proposed a multi-scale non-local feature fusion 
method. Assuming, UME represents low resolution region, URE represents high reso-
lution viewport, then with the help of this method, the dependency matrix between 
UME and URE can be calculated, then, based on the attained dependency matrix, URE 

was adaptively fused into UME. Assuming: φ(·) and θ(·) are convolution kernels with a 
size of 1 × 1, which were used to map the high-level semantic features U

chh

ME  and U
chh

RE↓

of regions UME and URE extracted by the deep learning network into a feature image 
with a size of [v/2, g, q]; based on the embedded Gaussian function, the similarity 
between image blocks can be quantified:
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Through the mapping of φ(·) and θ(·), U
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two-dimensional matrix with a size of [g × q, v/2], and the final dependency matrix 
L was attained by multiplying the two. L characterizes the global similarity between 
U
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The super-resolution network proposed in this study mainly consists of a 
gradient-guided branch and a super-resolution branch. The super-resolution branch 
takes the residual network as its main structure, as this structure can effectively 
decrease the training difficulty of deep networks and improve their stability and per-
formance. On this basis, by using the dependency matrix M to adaptively fuse the 
content of the high-resolution viewport, the network is able to make full use of the 
high-resolution information for super-resolution reconstruction. The super-resolution 
branch fuses the output of the upsampling layer with features of the gradient-guided 
branch; this step can improve the quality of the details of the reconstructed image so 
that it could be more realistic and detailed. Then, to further improve the quality of 
edge details, the gradient-guided branch was introduced, aiming at correcting and 
optimizing the high-frequency detail information of the reconstructed super-resolu-
tion image. Considering that the super-resolution branch can carry rich structural 
information, which is conducive to the restoration of gradient maps, so in the gradient 
branch, intermediate feature results coming from the super-resolution branch will 
be fused to improve the guidance accuracy of the gradient-guided branch. Figure 4 
shows the overall framework of the super-resolution network.

Fig. 4. Overall framework of the super-resolution network

When the reconstructed gradient map is attained, the network will adopt a two-
way constraint strategy. On the one hand, the strategy uses the gradient of the orig-
inal image to constrain and ensure consistency between the reconstructed image 
and the original image in the gradient direction; on the other hand, the strategy 
fuses with the intermediate features corresponding to the super-resolution branch 
to further improve the quality of the reconstructed image.
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The specific calculation process is given below:
First, a gradient map H was attained based on following formulas:

 U u k U u k U u k
z

ME ME ME( , ) ( , ) ( , )� � �1  (11)

 U u k U u k U u k
t

ME ME ME( , ) ( , ) ( , )� � �1  (12)
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The constructed gradient branch network contains a convolution layer and nine 
residuals in the residual dense block (RRDB). Compared with the common residual 
block (RB), the structure of RRDB is deeper and denser, and this structure design 
can alleviate the common problem of gradient vanishing in deep networks. This is 
because in the process of back propagation, the gradient vanishing problem of deep 
networks can lead to training difficulties, and the design of dense connections can 
alleviate this problem to a certain extent.

To improve the overall accuracy of reconstructed image, LOSSRE was adopted to 
optimize the super-resolution branch, but since LOSSRE can produce blur details, the 
gradient loss LOSSGR was introduced together with LOSSRE.

Assuming UGD represents the reconstructed gradient of the gradient-guided branch, 
U

GD

AE  represents the gradient of the reconstructed image of the super-resolution 
branch, and U

GD

GE  represents the gradient of the original image, then the LOSSGR used 
to supervise the generation result of the gradient branch was calculated based on 
UGD and U

GD

GE , the LOSSSR used to supervise the gradient of the reconstructed image 
of the super resolution branch was calculated based on U

GD

AE  and U
GD

GE , and the final 
gradient loss function of the loss image was composed of LOSSRE, LOSSSR and LOSSGR; 
assuming β, α and ε are weighting coefficients, then there are:

 LOSS U U
RE

GE AE� �
1
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4	 EXPERIMENTAL	RESULTS	AND	ANALYSIS

Table 1. PSS effect of different methods

Algorithm
Training Set Test Set

PSNR/SSIM/LPIPS PSNR/SSIM/LPIPS

CNN-SR 24.926/0.725/0.473 31.957/0.851/0.298

AE-SR 26.347/0.731/0.147  32.956/0.851/0.1544

GAN-SR 23.786/0.778/0.159 30.856/0.861/0.084

SC-SR 27.269/0.854/0.272 33.836/0.825/0.184

The proposed algorithm 25.631/0.895/0.243 34.282/0.846/0.125
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Table 1 lists the peak signal-to-noise ratio (PSNR), structural similarity index 
measure (SSIM), and learned perceptual image patch similarity (LPIPS) scores of 
some algorithms on the training set and test set. A higher PSNR score indicates a 
better effect of the algorithm; a higher SSIM score indicates a higher visual similarity 
between the reconstructed image and the original image; and a higher LPIPS score 
indicates better image quality. Comparative analysis shows that, on the training set, 
the SC-SR method performed the best in terms of PSNR and SSIM, but its performance 
on LPIPS was not as good, indicating that this method has some problems with detail 
restoration and image quality. On the test set, the proposed method outperformed 
other methods in terms of all three indicators, suggesting that the proposed method 
has excellent generalization ability on unseen data, and this also indicates that in an 
ILE, the proposed method could achieve a good effect with its advantages. For one 
thing, the proposed method plays a key role in enhancing the resolution of some 
specific regions around the high-resolution viewport; another is that the introduced 
gradient-guided branch can effectively reduce the false matching of high-resolution 
information through the guidance and adjustment of gradient prior information; 
and the image quality and visual effect could be further enhanced by indirectly con-
straining the high-frequency information of the reconstructed image.

(1) The two-dimensional visualization (1) The three-dimensional visualization

Fig. 5. P-P plots of normal distribution of students’ immersive learning input

P-P plots can be used to verify whether a data set conforms to a certain theoret-
ical distribution (such as a normal distribution) or not. In a P-P plot, if data points 
mostly fall near a line y = x, then it can be considered that the sample data con-
form to the theoretical distribution being examined. According to the data given in 
Figure 5, there is an overall convergence relation between the observed cumulative 
probability and the expected cumulative probability, and the data conform to the 
normal distribution to some extent. In most intervals, such as at positions of 0.14, 
0.15–0.155, and 0.24–0.58, the observed values were closer to the expected values. 
Similarly, in the 3D visual layout, the students’ immersive learning input approxi-
mately conforms to normal distribution. For students’ immersive learning input of 
3D visual layout, there are multiple influencing factors, so it’s not just one simple 
normal distribution.

https://online-journals.org/index.php/i-jet


 32 International Journal of Emerging Technologies in Learning (iJET) iJET | Vol. 18 No. 20 (2023)

Yang

Table 2. Data of the first-round participation behavior analysis of immersive learning

Analysis Dimension Proportion of 
Participation Behavior

Cognitive behavior Problem-solving strategy 12.87%

Information organization ability 6.52%

Emotional behavior Learning motivation 0.22%

Feeling of self-efficacy 22.89%

Feeling of confusion 4.21%

Feeling of satisfaction 12.7%

Social interaction behavior Teamwork ability 24.65%

Communication skill 11.6%

Skill behavior Operation skill 0.48%

Hand-eye coordination 3.86%

In this paper, students’ learning behavior in an ILE was divided into four types, 
and a comparative experiment was carried out on students’ participation in immer-
sive learning within the designed framework of the learning environment. As can 
be known from Table 2, under the item of social interaction behavior, the score 
of teamwork ability was the highest, accounting for 24.65%, indicating that in the 
ILE, students’ sense of cooperation was higher, they were good at completing tasks 
through collective collaboration, and this has also demonstrated our study, namely 
that the ILE can effectively enhance students’ teamwork ability. Under the item of 
emotional behavior, the score of the sense of self-efficacy was higher, accounting for 
22.89%, and this indicates that students’ evaluation and trust of their own abilities 
were relatively high, which had a positive effect on encouraging students to actively 
participate in learning and challenge difficulties in the ILE. Under the item of cog-
nitive behavior, the score of problem-solving strategy was relatively high as well, 
accounting for 12.87%, indicating that students can effectively use the said strategy 
to solve problems in the ILE. Overall speaking, the data show that in an ILE, students 
performed well in aspects of social interaction behavior, sense of self-efficacy, and 
problem-solving strategy. However, some aspects, such as learning motivation and 
operation skills need more of our attention so as to encourage students to develop in 
an all-round way in an immersive learning environment.

Table 3. Analysis results of students’ participation level in immersive learning

Results of Paired t-Test

Name Analysis Dimension
Pair (Mean ± Standard 

Deviation) Difference 
(Pair 1-Pair 2) t P

Pair 1 Pair 2

Pre-test 
versus post-test

Cognition dimension 41.28 ± 3.48  43.12 ± 4.35 -3.12 -4.128 0.000**

Emotion dimension 37.18 ± 3.68  41.28 ± 3.65 -3.54 -4.875 0.000**

Social interaction  
dimension

26.87 ± 2.47  26.48 ± 2.58 -1.89 -4.359 0.000**

Skill dimension 21.05 ± 2.01  12.47 ± 21.62 -1.02 -4.211 0.000**

Total score 97.26 ± 8.64 111.29 ± 8.68 -8.45 -8.642 0.000**

Notes: *p < 0.05; **p < 0.01.
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According to the results of the paired t-test shown in Table 3, it’s known that after 
the test, regardless of which dimension (cognition, emotion, social interaction, or 
skill), the scores of students had increased significantly, and all p-values were less 
than 0.01, which means that the changes were statistically significant; that is, the test 
had a significant influence on students’ participation level in immersive learning. In 
terms of the cognition dimension, the post-test mean value of 43.12 was significantly 
higher than the pre-test mean value of 41.28; the difference was -3.12 and the t-value 
was -4.128. These results indicate that after the test, the students’ cognition ability had 
been significantly enhanced. In terms of the emotion dimension, the post-test mean 
value of 41.28 was also significantly higher than the pre-test mean value of 37.18, 
which means that the test had a significant effect on increasing students’ emotional 
input. In terms of the social interaction dimension, the post-test mean value showed 
a slight decrease from 26.87 to 26.48; the difference was -1.89, the t-value was -4.359, 
and the p-value was still less than 0.01, indicating that although the post-test scores 
were lower, overall speaking, the test still had a positive effect on enhancing students’ 
social interaction ability. In terms of the skill dimension, after the test, the mean value 
increased from 21.05 to 21.62, the difference was -1.02, and the t-value was -4.211. 
These results could also prove the effect of the test on enhancing students’ skill level. 
In terms of the total score, the post-test mean value of 111.29 was significantly higher 
than the pre-test mean value of 97.26; the difference was -8.45, and the t-test value 
was -8.642, which further confirms that the test had a positive effect on increasing 
students’ participation in immersive learning. Overall speaking, the test could signifi-
cantly improve the level of student participation in immersive learning in the four 
dimensions of cognition, emotion, social interaction, and skill, which means that the 
ILE can effectively contribute to the overall development of students.

Fig. 6. Statistics of participation behavior frequency of immersive learning in each dimension

As can be seen from Figure 6, in the first-round and second-round studies, the 
participation behavior frequencies of the four dimensions (cognitive behavior, 
emotional behavior, social interaction behavior, and skill behavior) showed some 
changes. In the case of cognitive behavior, the behavior frequency decreased from 
172 in the first round to 50 in the second round; the change was -122, indicating that 
the students’ cognitive behavior was reduced in the second round of study, and this 
is because the students had gained some understanding of the ILE in this round, so 
the frequency of cognitive behavior decreased. The frequency of emotional behavior 
increased from 58 in the first round to 144 in the second round; the increment was 86, 
indicating that students’ emotional input in the second round of study had obviously 
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increased. This is because students’ experience of the ILE became deeper, so their 
positive emotions towards learning had enhanced. The frequency of social interac-
tion behavior was 387 in the first round and 406 in the second round; the increment 
was 19, indicating that the students’ social interaction ability had enhanced to some 
extent in the second round of study, this is because the students already got used 
to the ILE, and they began to conduct more social interactions. The frequency of 
skill behavior increased from 266 in the first round to 322 in the second round; the 
increment was 56, indicating that the frequency of students’ skill behavior showed 
a significant increase in the second round of study. This is because they practiced 
constantly in the ILE and their operation skills had been improved. Overall speaking, 
with the launch of the ILE, students’ emotional input, social interaction, and skill 
behavior increased, but their cognitive behavior decreased. This is because of their 
gradual familiarity with and adaptation to such an immersive learning environment.

5	 CONCLUSION

The topic of this study is virtual reality and augmented reality for immersive learn-
ing: a framework of education environment design, and the content of the research 
includes the structural design of a super-resolution network and students’ learn-
ing behavior in the ILE. In terms of super-resolution network structure, this paper 
proposes a super-resolution network comprising a gradient-guided branch and a 
super-resolution branch, which can adaptively fuse the content of a high-resolution 
viewport and improve the quality of edge details and the reconstructed image 
through the interactions between the gradient-guided branch and the super-resolu-
tion branch. Test results suggest that, compared with other methods, the proposed 
method has obvious advantages in terms of PSS effect.

In terms of students’ learning behavior in the ILE, this paper gave a detailed 
analysis from four dimensions: cognitive behavior, emotional behavior, social inter-
action behavior, and skill behavior. Analysis results of students’ participation behav-
ior in the ILE show that the ILE can indeed significantly increase students’ learning 
input and improve their learning effect. Research findings on the PSS effect and 
students’ learning behavior in the ILE have both verified the effectiveness of the 
proposed method and provided new research perspectives and theoretical evidence 
for the design of the immersive learning environment.

In summary, this research explored the application of VR and AR technologies 
in the field of education, giving important insights into the design and research of 
immersive learning environments.
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