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Construction and Implementation of Curriculum 
Knowledge Bases by Integrating New 
Educational Resources

ABSTRACT
With the development of information technology (IT), the educational field has gradually 
entered a modernization stage. In this context, it is important to effectively integrate vari-
ous educational resources to further improve teaching quality. However, existing methods of 
constructing curriculum knowledge bases face many challenges in several aspects, such as 
data fusion, knowledge reasoning, and so on. To address these issues, this study conducted 
in-depth research and practice on the construction of curriculum knowledge bases in the 
educational modernization field. The main content of this study includes the data fusion and 
knowledge reasoning of curriculum knowledge bases and the intelligent Q&A framework 
design of the bases in the educational modernization field. In the data fusion part, an entity 
alignment method based on semantic similarity was adopted, which effectively solved the 
problem of semantic relationship fusion between entities. In the knowledge reasoning part, 
the option-aware network based on attention mechanisms was used to significantly improve 
the accuracy and efficiency of reasoning. As part of the intelligent Q&A framework design, a 
sequence-to-sequence machine translation model was adopted, which intelligently queried 
the knowledge bases successfully and provided customized teaching content, thereby opti-
mizing the learning process. This study provides effective theoretical and practical support 
for promoting educational modernization.

KEYWORDS
curriculum knowledge base, data fusion, knowledge reasoning, intelligent Q&A framework, 
educational modernization

1	 INTRODUCTION

With the rapid development of information technology (IT), especially the wide-
spread application of technologies such as big data, cloud computing, and artificial 
intelligence, the educational field has gradually entered a modernization stage. 
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In this context, it is an important subject in educational modernization to effec-
tively integrate various educational resources to further improve teaching quality. 
As a platform for centralized storage, management, and utilization of curriculum 
knowledge, the curriculum knowledge base provides educators with rich teaching 
resources and students with a wide range of learning paths [1–4]. However, the con-
struction and application of curriculum knowledge bases currently face many chal-
lenges, such as difficulties in data fusion and knowledge reasoning, which require 
in-depth research on the construction methods of the bases [5–10].

The development of educational modernization has produced a massive amount 
of educational data, which contains rich educational knowledge. Valuable infor-
mation needs to be extracted to serve educational decisions and teaching practice. 
Therefore, the construction method of curriculum knowledge bases studied in 
this research is not only of theoretical significance but also has practical applica-
tion value. Through data fusion and knowledge reasoning, the integration ability 
of educational data and the efficiency of acquiring educational knowledge can be 
increased, thereby improving teaching methods and optimizing the learning pro-
cess [11–15]. Through the intelligent Q&A framework, knowledge bases can be intel-
ligently queried, thereby providing customized teaching content and improving the 
learning experience.

However, there are still some problems with the existing construction methods 
of curriculum knowledge bases. For example, current data fusion technologies often 
overlook the semantic relationship between entities, resulting in poor data fusion 
results [16] [17]. In terms of knowledge reasoning, the lack of effective attention 
mechanisms leads to low accuracy and efficiency [18–20]. At the same time, the 
design of an intelligent Q&A framework also faces many challenges. For example, 
how to effectively correspond questions to answers and how to provide personal-
ized learning suggestions based on the actual situations of students.

This research aimed to study and implement a construction method for curricu-
lum knowledge bases in the field of educational modernization. The main research 
content included two parts: first, data fusion and knowledge reasoning of curriculum 
knowledge bases. Data fusion mainly relied on the entity alignment method, which 
is based on semantic similarity, while knowledge reasoning was achieved through 
the option-aware network based on attention mechanisms. Second, intelligent Q&A 
framework design of the bases, taking the use of a sequence-to-sequence machine 
translation model as the core idea. The main value of this study lies in the efficiency 
improvement of utilizing educational data, the optimization of educational resource 
allocation, and the quality and efficiency improvement of educational services by 
studying and implementing the new construction method of curriculum knowledge 
bases, thereby further promoting the development of educational modernization.

2	 DATA	FUSION	AND	KNOWLEDGE	REASONING	OF	CURRICULUM	
KNOWLEDGE	BASES

2.1	 Knowledge	fusion

In the field of educational modernization, a curriculum knowledge base is a very 
important resource that contains various types of educational information, such 
as textbook content, teaching methods, curriculum arrangement, etc. In different 
knowledge bases, the information may exist in different forms. For example, a cur-
riculum may be referred to as “advanced mathematics” in one knowledge base and 
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“higher mathematics” in another. Although their names are different, they repre-
sent the same curriculum. In addition, different knowledge bases may provide dif-
ferent attributes for the same entity. For example, a curriculum in one knowledge 
base may only contain basic information, such as the curriculum name, professors, 
credits, etc., while another knowledge base may contain more information, such as 
the curriculum syllabus, teaching resources, references, etc. These differences have 
brought great challenges to data fusion.

Therefore, entity alignment plays a very important role in the integration of cur-
riculum knowledge bases. By aligning entities, the same entities in different knowl-
edge bases can be determined, thereby avoiding data redundancy and duplication. 
This not only improves the efficiency of data utilization but also reduces the cost of 
storing and processing data. Entity alignment also helps achieve the interoperability 
of knowledge bases. When the same entities in different knowledge bases are deter-
mined, data can be shared and exchanged between them, thereby improving the 
efficiency of educational resource utilization and the quality of educational services. 
Figure 1 shows the process of the entity alignment method.

Fig. 1. Process of the entity alignment method

This study achieved entity alignment of curriculum knowledge bases in the edu-
cational modernization field by

•	 Calculating the similarity between entities in the word vector space
•	 The similarity between the best synonyms
•	 The semantic similarity between entity description texts

In the word vector space, each word or entity was represented as a vector, which 
was obtained through the training and learning of a large amount of text data. 
The similarity between entities was obtained by calculating the cosine similarity 
between their vectors in the word vector space. Let Ra be the target entity, Rv be the 
candidate entity, Ya and Yv be the context-free word vectors, COS(Ya,Yv) be the cosine 
similarity between Ya and Tv, and XSD(Ya,Yv) be the word-level similarity between Ya 
and Yv. To calculate we use the formula given below:

 XSD Y Y COS Y Y
a v a v

( , ) ( , )=  (1)
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For each entity, some of its best synonyms were found, i.e., the words being seman-
tically closest to it. The similarity between entities was measured by calculating the 
similarity of these synonyms in the word vector space. Let Na be the embedding vec-
tor of target entity synonyms obtained using the word vector tool word2vec, Nv be the  
embedding vector of candidate entity synonyms, and  XSD(Na, Nv) be the synonym-level 
semantic similarity of entities. To calculate we use the formula given below:

 XSD N N COS N N
a v a v

( , ) ( , )=  (2)

Each entity usually has some description text, providing more information about 
the entity. The similarity between entities was measured by calculating the semantic 
similarity between these description texts. Let XSD(Aa, Av) be the similarity between 
descriptive sentences Aa and Av. A weighted superposition of the above three types 
of semantic similarity was performed, which obtained comprehensive entity simi-
larity. The calculation formula was as follows:

 XSD R R q XSD Y Y q XSD N N q XSD A A
a v a v a v a v

( , ) ( , ) ( , ) ( , )� � � � � �
1 2 1

 (3)

This study took the entity pair that had the largest semantic similarity to the tar-
get entity in the candidate entity set Hv of curriculum knowledge bases as the quasi- 
aligned entity. When the similarity scores between the target entity and the 
quasi-aligned entity exceeded a certain threshold, RSC was output as the entity align-
ment result, i.e.

 R XSD R R
SC

R H
a v

v v

�
�

argmax ( , )  (4)

2.2	 Knowledge	reasoning

In the curriculum knowledge base in the educational modernization field, task 
texts and evidence knowledge typically contain a large amount of relevant but 
somewhat different information. After connecting and inputting them into the pre-
trained model, the model can understand and process the information in a unified 
context, thereby improving the efficiency of knowledge fusion. Different tasks or  
evidence-based knowledge may correspond to different important information 
points. Based on the needs of tasks and characteristics of evidence knowledge, atten-
tion mechanisms can dynamically adjust the level of attention to different parts, 
thereby achieving refined dynamic weight allocation.

This study, therefore, constructed an intelligent Q&A model for curriculum knowl-
edge bases in the educational modernization field and introduced attention mech-
anisms. The overall architecture was mainly divided into three modules: the text 
encoding module, the option-aware attention module, and the answer prediction 
module. The text encoding module was mainly used to convert the input text infor-
mation into numerical forms that could be processed by machines, i.e., representa-
tion vectors. A lite bidirectional encoder representations from transformers (ALBERT) 
is a widely used natural language processing pre-training model that captures 
complex patterns in texts and encodes these patterns into representation vectors.  
This module used ALBERT for encoding, which obtained representation vectors of 
text information. As the second module of the model, the option-aware attention 
module was mainly used to enhance the encoded vectors through attention mech-
anisms, which achieved knowledge fusion and reasoning. The answer prediction 
module mainly scored the five representation vectors of contexts through a linear 

https://online-journals.org/index.php/i-jet


iJET | Vol. 18 No. 20 (2023) International Journal of Emerging Technologies in Learning (iJET) 141

Construction and Implementation of Curriculum Knowledge Bases by Integrating New Educational Resources

classification layer and a normalization layer and selected the option in the pair with 
the highest scores as the predicted answer to the question. This module achieved the 
final decision for Q&A tasks and was a key part of the model’s prediction results. 
Figure 2 shows an example of knowledge reasoning starting from the entity “wick.” 

Fig. 2. An example of knowledge reasoning starting from the entity “wick”

This study constructed different attention networks for complex patterns in texts, 
which processed and represented different information elements under different 
conditions for different input text sequences. In the case where the encoded text con-
sisted of two parts, i.e., task text and evidence knowledge, a simple attention layer 
was used to effectively fuse the task text and evidence knowledge, which further 
extracted the correlation information between the two and highlighted the infor-
mation that was most critical to the task solution through attention mechanisms, 
thereby achieving feature enhancement.

Let gy and gj be the final hidden layer state vectors of the encoded text in the text 
encoder and the corresponding hidden layer state vectors of evidence knowledge, 
respectively. Attention calculations were performed on both vectors, which obtained 
scores DFyj as follows:

 DF g g
yj y j

= attention( , ) (5)

The state vector gy was further adjusted based on DFyj. Splicing, linear classifica-
tion, and normalization operations were performed for the adjusted vector, which 
obtained the answer prediction. The calculation process was as follows:

 O y DF g g
yj y j

( ) ( , )= linear  (6)

In the case where the encoded text consisted of three parts, namely, problem text, 
evidence knowledge, and option text, a multi-step attention strategy was adopted 
because it involved more information elements with higher complexity compared 
with the previous situation. The strategy first calculated the weighted combination 
of option, problem, and evidence knowledge parts in the encoded hidden layer 
state vector, which obtained the correlation information between the three parts. 
Then another attention layer was used to calculate these two weighted combina-
tions, which obtained the weighted combination of the final encoding part. Relevant 
information was further extracted and strengthened through these steps, resulting 
in richer and more refined text-encoding representations.

https://online-journals.org/index.php/i-jet
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In this case, let gw and gs be the hidden layer states of the problem and option 
parts, respectively. Attention calculations were performed for both states, which 
obtained scores DFws as follows:

 DF g g
ws w s

= attention( , )  (7)

Similarly, the attention scores DFjs of gj and gs were calculated as follows:

 DF g g
js j s

= attention( , )  (8)

Finally, weighted combinations of the above scores were performed to achieve 
the final knowledge embedding representation. Let gwjv be the weighted representa-
tion vector of the output, then the answer prediction result was:

 O w s DF h DF h
ws q js s

( , ) ( , , )= linear  (9)

3	 INTELLIGENT	Q&A	OF	CURRICULUM	KNOWLEDGE	BASES	IN	THE	
EDUCATIONAL	MODERNIZATION	FIELD

An intelligent Q&A task is a way to effectively measure the understanding and 
reasoning abilities of computers, providing a simple and intuitive way of interact-
ing. Users obtain the necessary information by asking questions without complex 
operations or profound technical knowledge, which makes the intelligent Q&A task 
widely applicable and easy to use. Therefore, this study chose it as the main method 
of knowledge base application.

This study designed two baseline models based on both prediction and planning 
for Q&A tasks and comprehensively evaluated the effectiveness of knowledge bases. 
It aimed to test curriculum knowledge bases in the educational modernization field 
from different perspectives, thereby effectively validating and comparing the per-
formance of these two methods in practical applications. Figure 3 shows the archi-
tecture of the intelligent Q&A model.

Fig. 3. Architecture of the intelligent Q&A model 

The prediction-based model mainly made predictions based on existing knowledge 
and information. However, the prediction model designed in this study effectively 
integrated video intention with knowledge sequence prediction to achieve better pre-
diction results. This model mainly included two steps: recognition of entity attributes 
or connotations and prediction of knowledge sequences. The l3D model was first used 
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to process the input knowledge base entities and recognize the attributes or conno-
tations of the entities. The output of the l3D model was input into the Seq2Seq model 
of the bidirectional gate recurrent unit (GRU). The Seq2Seq model is a sequence-to- 
sequence deep-learning model that is widely used in tasks such as machine transla-
tion and speech recognition. In the constructed prediction model, the Seq2Seq model 
was mainly used to predict the next knowledge sequences. The bidirectional GRU 
was used to effectively process sequence data and capture long-distance dependen-
cies in the sequences. Figure 4 shows the architecture of the prediction model.

Fig. 4. Architecture of the prediction model 

Let Z z z z Ep p

l

p

u

p f� � ( ), , ,
1
  be the entity attributes or connotative features 

extracted by the I3D model; G g gp p

l

p= ( ), ,
1
  be the hidden state of the input, which 

was obtained through a bidirectional GRU encoder; d
r

p () be the encoder used for 
encoding input sequence features; D

f

p () be the decoder used for decoding hidden 
features. Then sequence labels were as follows:

 G d Zp

r

p p= ( )  (10)

 T D Gp

f

p p= ( )  (11)

Attention mechanisms were not introduced into the GRU decoder, and the  
hidden state sequence labels of future knowledge sequences were:

 G d gi

f

i

l

p= ( )  (12)

The future knowledge flow sequence T i was decoded, which obtained:

 T d Gi

f

it i= ( )  (13)

The modified cross-entropy loss function was used as the loss function of the 
model. Assuming O answers were observed, and B answers were predicted, let t̂

w
 be 

the predicted value, and tw be the true value. The loss function LOSSHS was defined 
as follows:

 LOSS
O

B
w M t t

HS w w

w

B

� � �
�

�
�

�

�
�

�

�
��

�

�
�� �

�
�1

1

exp exp( ) (ˆ , )  (14)
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Compared with the prediction-based model, the planning-based model empha-
sizes problem solving based on goals and strategies. The planning model designed in 
this study adopted a two-stage planning method, which mainly included two stages: 
knowledge sequence generation and future answer prediction. UniVL, which is the 
existing knowledge entity annotation generation model with the best performance, 
was first used to map the associated knowledge entities into consecutive knowledge 
sequences. The UniVL model is a deep-learning model that allows for joint learning 
of videos, audios, and texts to obtain a rich understanding of knowledge entities. 
Therefore, it was used in this study to generate consecutive knowledge sequences.

Let sp be the observed knowledge sequence, which was the input of the UniVL 
model. The I3D model was used to extract the features of sp. Let Y ∈Eb ×	f be the encod-
ing matrix of b tokens in the text sequence, and C ∈Eb ×	f be the encoding matrix 
corresponding to l groups of knowledge entity features corresponding to the knowl-
edge sequence, then the encoding results of the features based on the transformer 
encoder were as follows:

 Y sp= Ω( )  (15)

 C TF U F a= ( ( ))3  (16)

Features were further merged based on the cross-modality encoder:

 L TF Y C= ([ ; ])  (17)

The encoding feature L, which combined information of two modalities, was  
further decoded, which obtained:

 F TF L= ( )  (18)

Then the generated knowledge sequences were input into the Seq2Seq language 
model for predicting future answers. The Seq2Seq model is an encoding-decoding 
structure based on neural networks, which takes sequences as inputs and outputs, 
and effectively handles tasks, such as text prediction.

 G EN z z z E
EN m up

= ∈( , , ),
1
  (19)

 o t t z o t t z DE t G
y y y b y y EN< + − < <( ) ( ) =, , , , ( , )

1
 (20)

To reduce prediction errors of the model, this study treated each action phrase as 
a unique token in the input and output dictionaries, meaning that each independent 
action phrase was considered as an independent word, thereby effectively avoiding 
to introduce the bias of specific answers. The loss function was constructed based on 
the conditional probability loss function, i.e.

 LOSS o t t z

y

Y

y y
= − ( )

=
<∑ log ,

ϕ
1

 (21)

4	 EXPERIMENTAL	RESULTS	AND	ANALYSIS

In the educational modernization field, curriculum knowledge bases can be 
constructed to cover various disciplines and educational levels, ranging from basic 
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education to higher education, from arts to science, and even comprehensive and 
interdisciplinary knowledge bases. For the convenience of the experiment, this study 
set up six curriculum knowledge bases, including A -“Basic Mathematics Knowledge 
Base,” B -“Physical Principles Knowledge Base,” C -“Language and Literature 
Knowledge Base,” D -“History and Culture Knowledge Base,” E -“Computer Science 
Knowledge Base,” and F -“Biological Science Knowledge Base.” The above knowl-
edge bases were designed for the needs of the educational modernization field, 
which existed independently or were associated with and integrated into specific 
tasks or studies.

It can be seen from the data in Table 1 that the proposed method in this study has 
excellent performance in entity alignment tasks in Bases A-B and A-C. The proposed 
method in this study is superior to the traditional method using cosine similarity 
only in Hit@1 (the proportion of correctly aligned entities ranking in the top 1 among 
all candidate entities), Hit@10 (the proportion of correctly aligned entities ranking 
in the top 10), or MR (i.e., mean rank, the average ranking of all correctly aligned 
entities). It was concluded that the entity alignment method based on semantic sim-
ilarity achieved higher accuracy and efficiency in the entity alignment tasks of cur-
riculum knowledge bases in the educational modernization field and demonstrated 
its superior performance compared with the traditional cosine similarity method, 
fully proving its effectiveness in entity alignment tasks.

Table 1. Comparison of entity alignment experimental results based on similarity calculation

Methods
Bases A-B Bases A-C

Hit@1 Hit@10 MR Hit@1 Hit@10 MR

Cosine similarity 81.26 81.32 2567 78.95 78.96 2036

The proposed method in this study 83.48 85.36 42 85.68 84.62 34

Table 2. Comparison of knowledge fusion experimental results

Models
Bases A-B Bases A-C Bases A-D

Hit@1 Hit@30 Hit@1 Hit@30 Hit@1 Hit@30

KGFM 19.25 49.25 23.10 51.15 32.01 58.16

DLKFM 22.15 67.62 24.26 71.25 23.52 68.25

SFM 24.26 71.25 27.15 74.22 24.26 73.21

AMFM 23.20 83.21 32.21 81.58 45.26 91.02

The proposed model in this study 25.14 86.32 34.28 82.20 48.26 92.31

Improve 1.89 0.74 1.71 1.75 3.25 1.25

It can be seen from the data in Table 2 that the proposed model in this study has 
superior performance to other models in the knowledge fusion of Bases A-B, A-C, and 
A-D. Specifically, in knowledge fusion of Bases A-B, the proposed model increases by 
1.89% and 0.74%, respectively, compared with the best-performing AMFM model. 
In the knowledge fusion of Bases A-C, the proposed model increases by 1.71% and 
1.75%, respectively, in Hit@1 and Hit@30, compared with the AMFM model. For the 
knowledge fusion of Bases A-D, the proposed model increases by 3.25% and 1.25%, 
respectively, in Hit@1 and Hit@30, compared with the AMFM model. This further 
validates the effectiveness of the proposed model; that is, better knowledge fusion 
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results can be achieved by learning and mining the semantic information of curric-
ulum knowledge bases.

It can be seen from the data in Figure 5 that the performance of the proposed 
model shows a trend of continuous improvement as the number of candidate entities 
increases, which is shown in the Hit at K (H@K) experimental results in the dataset of 
Bases A-E. The performance of the proposed model surpasses that of other models as 
the number of candidate entities increases. When the number of candidate entities is 5,  
the performance of the proposed model exceeds that of the KGFM, DLKFM, and SFM 
models and is the same as that of the AMFM model. When the number of candidate 
entities increases to 10, the performance of the proposed model begins to surpass all 
other models, and this advantage is maintained as the number of candidate entities 
continues to increase. Overall, these data demonstrate that the proposed model out-
performs other models in handling tasks with a large number of candidate entities, 
which further validates the effectiveness and robustness of the proposed model.

Fig. 5. Variation trend of H@K experimental results of the proposed model in the dataset of Bases A-E 

Table 3. Experimental results of the proposed model in five groups of associated curriculum data

Bases Hit@1 Hit@10 Hit@30 MRR

Bases A-B 25.12 46.25 87.12 0.421

Bases B-A 36.26 52.03 72.30 0.362

Bases A-C 34.06 51.02 88.21 0.442

Bases C-A 34.26 45.02 85.21 0.521

Bases A-D 48.17 62.03 93.02 0.552

Bases D-A 41.15 58.02 84.02 0.536

Bases A-E 23.02 62.03 85.03 0.531

Bases E-A 35.02 52.03 76.12 0.475

Bases A-F 35.06 65.03 81.02 0.445

Bases F-A 36.02 52.16 82.31 0.562
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The following points can be observed based on the data in Table 3. First, the 
Hit@30 index of the proposed model reaches a relatively high level in the combina-
tions of all bases, exceeding 70%, and has the best performance in the combination 
of Bases A-D, reaching 93.02%. This indicates that the proposed model has a very 
high hit rate for querying entities in the first 30 prediction results, demonstrating 
good predictive ability. Second, for the Hit@1 index, i.e., the first prediction result is 
the correct answer, the combination of Bases A-D once again shows the best perfor-
mance, reaching 48.17%, while the combination of Bases A-E performs the worst, 
with only 23.02%, maybe because of different data characteristics between Base E 
and other bases or the impact of the data scale and quality of Base E. For the Hit@10 
index, the combination of Bases A-F performs the best, reaching 65.03%, while the 
combination of Bases C-A performs the worst with only 45.02%, indicating that the 
proposed model demonstrates the best prediction ability in the combination of Bases 
A-F in the top 10 prediction results. For the Mean Reciprocal Rank (MRR) index, the 
combination of Bases B-A performs the best, reaching 0.362, while the combination 
of Bases A-D performs the worst, reaching 0.552. The lower the MRR value, the bet-
ter the performance of the model. Overall, the proposed model demonstrates good 
performance in combinations of different bases. However, the specific performance 
is also influenced by the characteristics and quality of the data between different 
bases. Nevertheless, the performance of the proposed model is still very impressive 
on the whole.

Fig. 6. Histogram comparison of experimental results of intelligent Q&A tasks using different external 
knowledge base models

The following points can be seen from the data in Figure 6. The proposed model 
has the highest accuracy of 80.57% in intelligent Q&A tasks, which is higher than that 
of all other models listed, demonstrating its superiority and effectiveness. In addition 
to the proposed model, the performance of the transformer (TRF) model is also quite 
excellent, with an accuracy of 80.41%, second only to the proposed model, maybe 
because the TRF model handles long sequence data well, especially intelligent Q&A 
tasks. Among the three traditional recurrent neural network models, recurrent neu-
ral network (RNN), long short-term memory (LSTM), and gate recurrent unit (GRU), 
LSTM performs the best with an accuracy of 79.23%. The variational auto-encoder 
(VAE) model performs slightly better, achieving an accuracy of 79.39%. Overall, the 
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proposed model performs the best in handling intelligent Q&A tasks, demonstrating 
the effectiveness and superiority of its design. Other models also have their advan-
tages, but their overall performance does not surpass that of the proposed model.

Table 4. Experimental results of intelligent Q&A tasks using different external knowledge base models

Model
Seq of 1a Seq of 2a Seq of ≥ 3a Total

(Acc%) (Acc%) (Acc%) (Acc%)

RNN 18.59 14.16 9.71 16.26

LSTM 33.57 15.28 11.24 15.24

GRU 52.29 42.16 25.16 45.11

VAE 37.59 31.12 21.18 33.29

TRF 52.67 36.12 24.29 31.84

The proposed model in this study 69.16 62.25 48.39 66.25

Manual prediction 93.48 91.17 82.15 90.18

It can be seen from Table 4 that the proposed model performs the best among all 
the models in various situations (i.e., one, two, three, or more action sequences). With 
an overall accuracy of 66.25%, which again proves the effectiveness and superior-
ity of the baseline models based on both prediction and planning proposed in this 
study. There is still some gap in accuracy between the proposed model and manual 
prediction (an accuracy of 90.18%) because humans have strong logical reasoning 
ability, rich background knowledge, and an understanding of complex contexts and 
semantics. However, existing models still have some limitations in understanding 
complex contexts and implementing deep reasoning.

To further improve the accuracy of the proposed model as well as approach or 
even surpass manual prediction, large-scale corpora can be used for pretraining 
to learn richer semantic information. At the same time, more efforts can be made, 
such as introducing external knowledge, utilizing knowledge graphs and other 
tools, and introducing more background knowledge and contextual information. 
Overall, although the proposed model has excellent performance, there is still room 
for improvement. By further optimizing the model and training strategies, it is 
expected that its performance can approach or even surpass manual prediction.

5	 CONCLUSION

This research mainly studied the construction and application of curriculum 
knowledge bases in the educational modernization field and conducted experiments. 
Five different models were studied for the fusion of knowledge bases, including KGFM, 
DLKFM, SFM, AMFM, and the proposed new model in this study. The experimental 
results showed that the proposed model outperformed other models in terms of fusion 
performance. For the intelligent Q&A tasks, this study proposed two baseline models 
based on both prediction and planning and tested them in six different sequence-to-se-
quence deep-learning models, demonstrating that the accuracy of the proposed model 
exceeded that of other models. The proposed method was compared with the classic 
cosine similarity method in the entity alignment experiment, and the results showed 
that the proposed method significantly improved in the Hit@1 and Hit@10 indexes.

https://online-journals.org/index.php/i-jet
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Overall, this study achieved significant research results in the construction and 
application of curriculum knowledge bases in the field of educational modern-
ization. This study plays an important auxiliary role in the Q&A tasks of curricu-
lum knowledge bases by constructing the bases in the educational modernization 
field and designing excellent baseline models based on prediction and planning. 
Although there is still a certain gap compared with manual prediction, it is expected 
that the performance of the model can be further improved by introducing richer 
background knowledge, adopting more complex model structures, optimizing train-
ing strategies, and so on.
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