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PAPER

Establishing Teacher-Student Communicative  
Empathy in a Multimodal Interactive Environment  
and Skill Enhancement

ABSTRACT
The multi-modal interactive environment is an important object of research in the field of 
modern education, and its influence on the communicative empathy of teachers and students 
gets increasingly obvious these days. However, the complex and dynamic features of commu-
nicative empathy of teachers and students are usually overlooked in existing studies, so this 
paper aims at investigating the teacher-student communicative empathy in a multi-modal 
interactive environment to fill in the said research gap. At first, the problem of feature fusion 
of communicative emotions of teachers and students in a multi-modal interactive environ-
ment was discussed, and a comprehensive and detailed model was established for measuring 
the features of these emotions. Then, problems of the recognition of emotional intentions of 
teachers and students and the establishment of their communicative empathy were stud-
ied, and a set of effective measures were proposed for enhancing the said communicative 
empathy, in the hopes of providing useful theoretical and practical evidences for noticing the 
importance of teacher-student communicative empathy in teaching and enhancing the ability 
of the said emotions.

KEYWORDS
multi-modal interactive environment, teacher-student communicative empathy, emotion  
feature fusion, emotional intention recognition, establishment of communicative empathy

1	 INTRODUCTION

Information technology has brought fundamental changes to our living envi-
ronment, and the multi-modal interactive environment has become an important 
part for the living, study, and work of modern people, owing to its merits of rich 
information expression methods and interaction modes [1–4]. In the field of educa-
tion, multi-modal interactive environment gives teachers and students more con-
venient ways of communication as their communication is no longer limited to the 
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face-to-face communication, but can be conducted via multiple means including 
languages, body gestures, and facial expressions [5, 6]. However, despite the increas-
ing application of multi-modal interactive environment and its positive influence 
on the communicative empathy of teachers and students, it hasn’t received enough 
attention from field scholars yet [7–11]. 

In fact, researching the communicative empathy of teachers and students in 
a multi-modal interactive environment is of great theoretical and practical sig-
nificance. One reason is that this research could help deepen our understanding 
of the features of emotions held by teachers and students during their commu-
nication process, so that the construction and improvement of teaching modes 
could be supported by solid theories, and teachers’ teaching effect and students’ 
learning experience could be both improved [12–14]. Another reason is that the 
research on emotional intention recognition and communicative empathy estab-
lishment can help us more accurately identify and understand the emotional 
needs of teachers and students during their communication process, thereby 
further smoothing their communication and ultimately improving teaching effi-
ciency and quality [15, 16].

Although some scholars have noticed the research topic of teacher-student 
communicative empathy in the multi-modal interaction environment, there are 
a few defects with the existing works, such as some have neglected the complex 
and dynamic features of communicative empathy of teachers and students, and 
the research on emotion feature fusion and emotional intention recognition is 
far from sufficient [17, 18]. Besides, how to effectively establish teacher-student 
communicative empathy and enhance their ability of communicative empathy 
are questions pending for solutions, and this is also an urgent task for education 
practitioners.

To address the above issues, this paper attempts to explore the feature fusion 
of teacher-student communicative empathy, build a comprehensive and detailed 
model for measuring the said features and providing valuable references for teach-
ers to detect, understand, and cope with students’ emotional responses, and help 
them adjust their emotional expressions. Moreover, the recognition of emotional 
intentions of teachers and students and the establishment of their communicative 
empathy were investigated to discuss how to enhance their ability of communicative 
empathy via effective measures in specific teaching practice. This research provides 
new insights and methods for teaching practice, and is meaningful for promoting 
the progress of smart education.

2	 FEATURE FUSION OF TEACHER-STUDENT COMMUNICATIVE 
EMOTIONS IN THE MULTI-MODAL INTERACTIVE ENVIRONMENT

In a multi-modal interaction environment, the recognition of emotional inten-
tions of teachers and students is very important, especially for English teaching. The 
teaching process is not only about imparting knowledge, but also an exchange and 
sharing of emotions. For teachers, accurately identifying students’ emotional inten-
tions not only enables them to understand students’ learning needs and difficul-
ties, but also allows them to adjust the teaching strategies in a timely manner and 
enhance the teaching effect. For example, in English teaching, students’ learning 
status is often exhibited through their emotions, such as when a student is trying 
hard to understand a difficult grammatical structure, he/she might show emotions 
of confusion or frustration, and by recognizing these emotional intentions, teachers 
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will be able to provide timely assistance to ease the learning anxiety of students and 
help them increase learning efficiency.

Out of these concerns, in this paper, a framework was constructed for teacher- 
student emotional intention recognition in a multi-modal interactive environment. 
The framework has three parts: data collection, data feature fusion, and emotion 
recognition. In the data collection stage, various types of data were collected so that 
the features of these data could be fused in the next stage. Data types that need to be 
collected include:

1.	 Speeches: speech data provide a lot of information about emotions and inten-
tions, such as speech rate, pitch, and intonation, which can be captured through 
recording devices.

2.	 Texts: the content of teacher-student communications can be captured by record-
ing dialogue texts or classroom notes, to provide information about emotional 
tendencies, context, and themes, etc.

3.	 Facial expressions: facial expressions are a very intuitive way of emotion expres-
sion, and can be captured in real time by cameras and their features can be 
attained by analyzing the recorded videos.

4.	 Body languages: body postures and hand gestures of teachers and students con-
tain information about their emotions and intentions, and these data can be cap-
tured through video surveillance or body motion capture techniques.

5.	 Physiological conditions: data such as heart rate, blood pressure, and skin con-
ductance of teachers and students, can be captured through physiological moni-
toring devices.

Fig. 1. Feature recognition method of collected data
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All the above-mentioned data types have their respective collection methods and 
tools, some of which may require special equipment or software for acquisition and 
processing. The collected data will be processed further in the data feature fusion 
stage. Key features will be extracted to form a more representative high-dimensional 
dataset. Then, in the emotion recognition stage, these data will be fed into the RNNPB 
network, through the processing of which the emotional intentions of teachers and 
students will be recognized. Figure 1 shows the feature recognition method of col-
lected data.

The expression of emotions during actual communications is not limited to a sin-
gle mode (speeches or facial expressions), but is a collection of multiple modes. For 
instance, a person may express his/her emotions through multiple means including 
languages, facial expressions, and body language. The single-modal data may not be 
able to fully reflect a person’s true emotions, while the fusion of multi-modal data 
can provide more comprehensive and accurate information about emotions. Here is 
an introduction of data feature fusion.

Fig. 2. Principle of emotion semantic analysis

Before emotional intention recognition, the collected data were subject to emo-
tion semantic analysis, and the principle is given in Figure 2. The purpose of this 
process is to figure out the relations between each type of modal data and the emo-
tions so as to facilitate the use of these data in the subsequent feature fusion stage. 
At first, the collected modal data were subject to feature encoding, and the purpose 
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of this step is to transform the raw and possibly unstructured data into a structured 
form for further processing and analysis. When conducting emotion semantic 
analysis, an emotion tag was set for each data sample. Valence and arousal are two 
commonly used emotion tags that respectively indicate the intensity and activity of 
emotions. These emotion tags can be regarded as the most direct association form 
of emotion semantics, which can help us understand and quantify the emotional 
information in the data. At last, the features and emotion tags were subject to cor-
relation analysis, which is a key step for understanding information at the seman-
tic level. In this paper, a WSABIE-based image annotation method was adopted, 
that is, the features and emotion tags were jointly mapped into a same potential 
embedding space. This method can help us understand the relations between fea-
tures and tags, thereby providing a deeper-level understanding of the semantics 
of emotions.

Assuming: a(u) represents the extracted speech features, b(u) represents the 
extracted text features, c(u) represents the extracted facial expression features, d(u) 

represents the extracted body language features, h
m

u( ) represents each physiological 
condition feature, these five types of features were taken as the input; also, assum-
ing: x(u) represents the tag corresponding to the feature set, EF represents the shared 
embedding space to be mapped, Ψ(c(u)) represents a linear mapping from feature 
space EF, � h

m

u( )� � represents the linear transformation of physiological condition fea-
tures, Θ(x(u)) represents the linear mapping from tags to the embedding space, then 
there are:

	 � a E Eu f F( ) :� � � 	 (1)

	 � b E E
u f F� �� � �: 	 (2)

	 � c E Eu f F( ) :� � � 	 (3)

	 � d E Eu f F( ) :� � � 	 (4)

	 � h E E
m

u f Fy( ) :� � � 	 (5)

	 � x L EF( ) : { , , , }u� � �1 2 	 (6)

Assuming: MOm represents the m-th modal feature, by taking all collected data 
features and tags as input, a model could be established as follows:

	 d x MOu u
Y

m

u( ) ( ) ( )� � � � � �� � 	 (7)

The similarity between features and tags can be measured by the size of d(u) value. 
Since Θ(·) and Ψ(·) are linear transformations, let Qx(u) represent the x(u)-th column of 
matrix Q, then there are:

	 � x Qu

x u

( )

( )

� � � 	 (8)

	 � MO C MO
m

u

m

u( ) ( )� � � � 	 (9)

When defining the objective function, it’s generally hoped that the prior knowl-
edge from the training set could be utilized. In the scenario of this study, objectives 
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of the model are to maximize the similarity between features and their correspond-
ing tags and to minimize the similarity between features and non-corresponding 
tags, that is, the training model is expected to learn the correct feature-tag corre-
spondences and avoid learning the wrong correspondences as much as possible. 
Based on these two objectives, the following objective function had been designed 
to guide the training process of the model and ultimately to achieve the goal of 
model performance improvement. Assuming: U represents the indicative function, 
then there are:

	 MIN U d MO d
Q C u m

u u

k x

L

u

L

u
,

( ) ( )

( )
� � �� ��� �� 1

	 (10)

	 d MO Q C MO
u m

u

j

YK

m

u( ) ( )� � � � 	 (11)

The training error of a single sample can be attained from the calculation of the 
following formulas:

	 LOSS M rank u
u
� � �( ) 	 (12)

	 rank u U d MO d
u m

u u

k x

L

u
( ) ( ) ( )

( )
� � �� �

�� 1 	 (13)

To enable the model to share parameters in real time based on stochastic gradi-
ent descent, this paper introduced the idea of sampling into the WARP algorithm by 
defining a loss function as follows:

	 LOSS d x M rank u

d d MO
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u u

u
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u

k x u
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( )

( )
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j
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where, ck is a constant.
The feature fusion method adopted in this study mainly uses the Logistic 

Regression (LR) and soft attention mechanism. The principle of feature fusion is 
shown in Figure 3. The values of Q and C could be attained through above calcula-
tion steps, and the mode-embedded vector could be attained based on the follow-
ing formula:

	 O C MO
m

� � 	 (16)

The mode-embedded vector shown by the above formula was the closest to the 
semantic-embedded vector. For data of each mode, an LR model was trained, which 
takes the received semantic-embedded vector as the input. The output of LR is a 
probability value indicating the possibility of a particular tag. For each LR model, its 
training tag was set as: 

	 t
d d MO k x

other

u

k m

u u

�
� ��

�
�

��

1

0

, ,

,

( ) ( ) ( ) 

 
	 (17)
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Fig. 3. Principle of feature fusion 

Then, the probability values output by LR models were normalized and multi-
plied by the features of the corresponding mode; in this way, the features of each 
mode had attained a weight corresponding to its importance. In the meantime, each 
mode feature after subjected to weight adjustment was put in series and normal-
ized together for once, and the attained result was taken as the input feature of the 
classifier. In the process of classifier training, instead of rigidly specifying the weight 
threshold of each mode, the proposed method flexibly adjusted the weight of each 
mode according to their respective contributions to the final classification result. 
After training, a group of hyper parameters was attained, and the corresponding 
probability can be obtained based on the following formula:

	 o
e s z nY

�
� � �� �

1
1

	 (18)

With the help of the soft attention mechanism, the feature fusion method pro-
posed in this paper can effectively avoid the influence of outliers in case of rigid 
specification and enhance the robustness of the model. By flexibly adjusting the 
weight of each mode during classifier training, the method can better mine the effec-
tive information of each mode instead of artificially specifying the weights. Through 
feature weight adjustment and the soft attention mechanism, the information of 
different modes could be fused better and the prediction accuracy of the model 
could be improved. Overall, the method combines the merits of LR and soft attention 
mechanism, and it can effectively process the multi-modal data and improve the 
performance of the model. 

3	 TEACHER-STUDENT EMOTIONAL INTENTION RECOGNITION 	
AND COMMUNICATIVE EMPATHY ESTABLISHMENT 	
IN THE MULTIMODAL INTERACTIVE ENVIRONMENT

The RNNPB network is a recurrent neural network capable of processing sequen-
tial data, and this quality allows the network to well handle data that change contin-
uously in the time dimension, such as speeches, texts, and body languages, and it is 
very effective for understanding and capturing changes in emotions during the con-
tinuous communications. Compared with conventional RNN, the RNNPB network is 
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better at capturing long-term dependencies when dealing with long sequential data, 
which is conductive to understanding changes in emotions and intentions during 
communication over a long time scale. These merits of RNNPB make it a powerful 
tool for dealing with the task of recognizing the emotional intentions of teachers 
and students in the multi-modal interactive environment, and Figure 4 illustrates 
the network structure.

Fig. 4. Structure of the RNNPB network

The RNNPB network is mainly composed of 5 network layers: input layer, hid-
den layer, PB layer, connection layer, and output layer. Assuming: qgu represents 
the weight between nodes in the hidden layer and input layer, qpg represents  
the weight between nodes in the hidden layer and output layer, qgo represents the 
weight between nodes in the PB layer and hidden layer, and qgv represents the 
weight between nodes in the connection layer and hidden layer; hu(y) and hg(y-1) 
represent activation functions, subscripts u and g represent parameters of the input 
layer and hidden layer, PBj(y) represents the activation function of the PB layer,  
y represents the time step, then the combination of the outputs of input layer, PB 
layer and connection layer forms Tg(y), the input of the hidden layer, that is:

	 t y h y q h y q PB y q
g u gu

u

u gv

v

j go

j

( ) ( ) ( ) ( )� � �� � �1 	 (19)

All activation functions in the network had adopted the sigmoid function, and 
there are:
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�
�
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�
�
�1 716
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3
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Assuming: r represents the number of times the entire training set is traversed 
by the training algorithm, ϑj represents the output of the PB layer, σ

j y

ON

,  represents 
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the back propagation error of the PB layer at time step y, εj represents the learning 
rate of the PB layer, then the update of the internal value of the j-th PB unit can be 
calculated by the following formula:

	 � � � �
j j j j y

ON

y

Y

r r( ) ( )
,

� � �
�
�1

1

	 (22)

The relationship between εj and σ
j y

ON

,  can be expressed as:

	 � �
j j y
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y

Y

Y
�

�
�1

1

,
	 (23)

Assuming: gh d
j

f ( )+1  represents the expected output, h y
j

p ( ) represents the actual 
output, Y represents the length of each sense-motion timer series, B represents the 
number of nodes in the output layer, then the cost function of the training dataset 
can be expressed as:

	 K h y h y
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The weight update of the RNNPB network conforms to the law of gradient descent, 
then there is:
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q
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The calculation of learning rate needs to consider the variation of weight quk 
between neurons u and k in two consecutive training periods, then there is:
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Let the acceleration or deceleration of learning rate be determined by ξ+>1 or 
ξ-<1. The maximum and minimum values of learning rate εuk are represented by 
εMAX and εMIN, respectively, then the update rule of learning rate is given by the fol-
lowing formula: 
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After completing the teacher-student emotional intention recognition in the 
multimodal interactive environment, measures should be taken to further estab-
lish communicative empathy between teachers and students and enhancing their 
ability. At first, the recognition results will be fed back to the teachers, which can be 
accomplished through real-time panels or regular reports, and these allow the teach-
ers to better understand students’ emotional status and their intentions. The sharing 
of such information is helpful to establish empathy between teachers and students, 
since it enables teachers to better understand students’ needs and moods. Teachers 
should develop appropriate emotional response strategies based on the recogni-
tion results. For example, if a student is identified as anxious or upset, the teacher 
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may respond to the student’s emotions by giving encouragement or reassurance.  
The development and implementation of such strategies can help improve the effect 
and efficiency of communications between teachers and students.  

Next, teachers can use the recognition results to improve their communication 
methods and strategies. For example, if a teacher finds that his/her teaching style 
may confuse the students or make them anxious, then the teacher can seek fur-
ther training or support to improve his/her communication skills. By analyzing the 
results of emotional intention recognition, teachers can optimize the multi-modal 
interaction environment as well. For example, if a certain mode (such as video or 
audio) is found to be more effective in conveying emotional messages, teachers can 
give this mode more considerations in future teaching design.

The above steps constitute a cyclical process that not only promotes the establish-
ment of communicative empathy between teachers and students, but also enhances 
their communication ability constantly.

4	 EXPERIMENTAL RESULTS AND ANALYSIS

The valence and arousal recognition results of the features of five types of 
extracted data could be analyzed based on the data given in Table 1. In terms of 
the recognition of valence, the accuracy of texts reached 56.2%, the performance 
was the best, followed by physiological conditions with an accuracy of 54.8%. The 
accuracy of speeches and facial expressions was 52.6% and 51.7%, respectively. Both 
were low, but their F1 values reached 36.4% and 54.1%, and the performance was 
good, indicating that in terms of the recognition of valence, the proposed feature 
extraction method can get ideal results and the performance of each mode was rel-
atively average. In term of the recognition of arousal, the accuracy of facial expres-
sions and physiological conditions both led the way with a value of 52.8%. Although 
the accuracy of speeches and body languages was low, their UAR values respectively 
reached 62.1% and 53.1%, indicating that when recognizing the arousal, the per-
formance on the two types of extracted data was relatively good. Overall speaking, 
the DBN-based method that combines manual extraction had achieved ideal effect 
in recognizing teacher-student emotional intentions in the multimodal interactive 
environment. Each type of mode data had some contributions to the recognition 
result of emotional intentions, which has verified the effectiveness of adopting mul-
timodal data to conduct emotional intention recognition. In the meantime, the effect 
of the proposed method also indicates that appropriate feature extraction and pro-
cessing techniques can greatly increase the utilization efficiency of multimodal data 
and improve the accuracy of emotional intention recognition.

Table 1. Recognition results of valence and arousal of 5 types of extracted data features

Speeches Texts Facial 
Expressions Body Languages Physiological 

Conditions 

Valence Accuracy 52.6 56.2 51.7 52.3 54.8

UAR 51.0 55.1 52.3 51.2 52.3

F1 value 36.4 37.3 54.1 36.5 36.8

Arousal Accuracy 47.8 51.5 52.8 43.8 52.8

UAR 62.1 36.8 52.4 53.1 21.2

F1 value 52.6 33.6 44.3 39.4 2.1
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a)

b)

Fig. 5. Basic situations of communicative empathy establishment and ability enhancement of students

The situations of communicative empathy establishment and ability enhance-
ment of students were discussed from two aspects of behavior participation 
and communicative relation. Figure 5a shows that in the behavior participation 
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dimension, the difference in students’ ability of communicative empathy was small 
(standard deviation = 1.79). For example, the degree of engagement in interactions 
of students D1, D2, E1, E2 was significantly higher than that of other students, 
but for most students, the ability level of communicative empathy was concen-
trated around the line of mean value (M=40.21), indicating that the majority of 
students were similar in terms of the attention degree and participation degree of 
multimodal interaction tasks. Figure 5b shows that in the communicative relation 
dimension, the difference in students’ ability of communicative empathy was rela-
tively large (standard deviation = 25.8). For example, students D1, D2, and E1 were 
much more competent than others in maintaining and establishing a communica-
tive relation in which teachers and students rely on each other. Meanwhile, some 
students such as S1, S3, and G1 had an ability level of communicative empathy 
close to the mean value (M = 43.98), which implies that there was a large differ-
ence among students in establishing and maintaining the interactive relationship 
between teachers and students. Analysis of the two dimensions shows that in a 
multimodal interaction environment, for most students, their attention degree and 
participation degree of interaction tasks were consistent, but there’s a large differ-
ence in the ability to maintain and establish the interactive relationship between 
teachers and students.

The situations of communicative empathy establishment and ability enhance-
ment of students were discussed from two aspects of communication strategy for-
mulation and empathy adjustment. Figure 6a shows that in the dimension of strategy 
formulation, the difference in teachers’ ability level of communicative empathy was 
large (standard deviation = 3.35). Teachers D1, D2, D3, E2, and Ut were significantly 
more competent than others in terms of the ability of communicative empathy, but 
for most teachers, their ability level of communicative empathy was lower than 
the mean value (M = 7.11), indicating that there’s a large difference in the efforts 
made by teachers in establishing the empathy, such as the process of knowledge 
sharing and negotiation. Figure 6b shows that in the dimension of empathy adjust-
ment, the difference in teachers’ ability level of communicative empathy was small 
(standard deviation = 0.52). For most teachers, the ability level fluctuated around 
the mean value (M = 3.59), such as teachers D4, E1, and U2, and this result indi-
cates that the teachers were basically consistent in the degree of planning, monitor-
ing, and reflecting the multi-modal interaction tasks. In summary, teachers showed 
significant differences in the ability of empathy in the aspect of communication 
strategy formulation, but they were relatively consistent in the aspect of empathy 
adjustment.

Table 2 gives statistics of four dimensions of behavior participation, communi-
cative relation, strategy formulation, and empathy adjustment, and lists the mean, 
standard deviation, upper limit, and lower limit of each dimension. These data can 
help us have a deeper understanding of the distribution and change range of teach-
er-student communicative empathy ability. According to the data in the table, in 
terms of behavior participation and empathy adjustment, the difference in the abil-
ity of communicative empathy of teachers and students was small, indicating that 
they were consistent in empathy establishment and ability enhancement in these 
two dimensions. In contrast, in dimensions of communicative relation and strat-
egy formulation, they exhibited significant difference in the ability of empathy, and 
this reminds us that these differences should be investigated and analyzed in future 
research and teaching practice so as to better enhance the communicative empathy 
ability of teachers and students.
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a)

b)

Fig. 6. Basic situation of communicative empathy establishment and ability enhancement of teachers
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Table 2. Division of teacher-student communicative empathy abilities

Dimension Mean Standard Deviation Upper Limit Lower Limit

Behavior participation 41.25 1.98 41.58 37.87

Communicative relation 42.68 23.26 65.39 18.39

Strategy formulation 7.12 3.42 11.58 3.56

Empathy adjustment 3.58 0.31 3.89 3.45

Figure 7 shows the distribution of the ability levels of respondents in terms of four 
dimensions of communicative empathy (behavior participation, communicative rela-
tion, strategy formulation, and empathy adjustment), and the ability was divided into 
four levels in this study: low-level, mid-level, high-level, and super high-level. As can 
be known from the figure, for most respondents who participated in the survey, their 
ability of communicative empathy was at the mid-level, which may indicate that they 
can well handle most situations in daily communications. Some of them showed obvi-
ous advantages in the ability of some dimensions, especially in terms of communica-
tive relation and empathy adjustment. Many people had a super high-level ability, and 
this may indicates that these people are good at understanding other people’s emo-
tions and needs and they can establish and maintain good interpersonal relationships. 
While for those who are weaker in the ability of each dimension, they might need 
more instructions and training to enhance their ability of communicative empathy. 

Fig. 7. 4 Clustered groups of communicative empathy

5	 CONCLUSION

This study investigated the problem of emotional intention recognition of teach-
ers and students via a multi-modal (data of speeches, texts, facial expressions, body 
languages, and physiological conditions) emotion recognition method. Through 
emotion semantic analysis of the collected data, the features and emotion tags were 
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mapped into a potential embedding space, and an emotion recognition model was 
built, based on which the objective function was defined and optimized, the similar-
ity of training set features and tags was maximized, and the recognition accuracy of 
the model was improved. 

Through the fusion of multimodal features, this paper adopted a classifier model 
constructed based on LR and introduced the soft attention mechanism to more flexi-
bly adjust the weight of different modes, thereby enhancing the generalization abil-
ity of the model. For the evaluation of the effect of five data collection methods, a 
method that combines DBN and manual extraction was adopted and the extracted 
features could get an ideal recognition effect in most cases.

On this basis, this paper gave an in-depth study on the communicative empathy 
establishment and ability enhancement of teachers and students in the multimodal 
interactive environment, and the results suggest a small difference in students’ 
behavior participation and communicative relation, and a large difference in the 
establishment of communicative relation. As for teachers, they vary greatly in the 
ability of strategy formulation but there’s not much difference in the ability of empa-
thy adjustment. These findings have important implications for understanding and 
enhancing the communicative empathy of teachers and students.

In summary, this study improved the accuracy and generalization ability of the 
emotion recognition model through emotion analysis and multimodal feature fusion 
techniques, and provided new theoretical and practical evidences for the commu-
nicative empathy establishment and ability enhancement of teachers and students. 
However, it should be noted that there are large differences in the ability of commu-
nicative empathy between teachers and students, and targeted training and instruc-
tions are needed to further improve their communication effect.
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