Application of E-Learning Assessment Based on AHP-BP Algorithm in the Cloud Computing Teaching Platform

Chuanfu Hu
Dongguan University of Technology, Dongguan, Guangdong, China

Abstract—With the increasing development of the Internet, students began to learn quickly through information technology and Internet technology. E-learning is not only an important part of China's higher education, but also an important means to improve the quality of education, expand the scale of education, deepen educational reform, and realize the educational equity among different classes in society. However, the problem of E-learning is becoming increasingly obvious, which is how to ensure students' effective learning, an important topic in the field of online education. In order to solve this problem, we first build an E-learning platform based on cloud computing, and introduce the software interface and function. The platform is different from the traditional teaching platform, having a strong interaction. Secondly, the data mining technology is used to analyze and collect the record data in the process of E-learning, so as to establish the evaluation system of the E-learning comprehensive capability. Then, we propose an E-learning ability evaluation model based on an AHP-BP neural network algorithm. We use a BP neural network to predict the evaluation results of 1000 students, and compare them with the results obtained by the AHP method, so as to illustrate the effectiveness of the method proposed in this article. Finally, through experiments we can see that the prediction results of the BP neural network and the evaluation results obtained by the AHP method are similar. This proves the effectiveness of the AHP method on the evaluation of the E-learning comprehensive capability. At the same time, the BP neural network method can be used to deal with a large number of evaluation results, which can save time, without losing accuracy.
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I. INTRODUCTION

With the increasing development of the Internet, students began to learn quickly through information technology and Internet technology. E-learning is not only an important part of China's higher education, but also an important means to improve the quality of education, expand the scale of education, deepen educational reform, and realize the educational equity among different classes in society. However, the problem of E-learning is becoming increasingly obvious, which is how to ensure students' effective learning, an important topic in the field of online education.


In the field of online education, learning behavior of learners is a kind of autonomous learning, characterized by a high level of randomness. Therefore, the online communication and simple tests have been unable to accurately evaluate the learning behaviors and learning outcomes. There is an urgent need to explore the online evaluation model for distance learning behavior, so as to ensure that the online teaching can be accurately monitored. There have been many methods to assess the E-learning, such as the data envelopment analysis method, fuzzy comprehensive evaluation method, AHP (analytic hierarchy process) model, grey correlation evaluation method and TOPSIS method [15,16]. However, the limitations of various methods will affect the final evaluation results. So, according to the characteristics of online education, and combining the advantages of various evaluation methods, a new method of comprehensive evaluation is needed.

To sum up, in order to solve this problem, we first build an E-learning platform based on cloud computing, and introduce the software interface and function. The platform is different from the traditional teaching platform, having a strong interaction. Secondly, the data mining technology is used to analyze and collect the record data.
in the process of E-learning, so as to establish the evaluation system of the E-learning comprehensive capability. Then, we propose an E-learning capability evaluation model based on AHP-BP neural network algorithm. We use BP neural network to predict the evaluation results of 1000 students, and compare them with the results obtained by the AHP method, so as to illustrate the effectiveness of the method proposed in this article. Finally, through experiments we can see that the prediction results of the BP neural network and the evaluation results obtained by the AHP method are similar. This proves the effectiveness of the AHP method on the evaluation of the E-learning comprehensive capability. At the same time, the BP neural network method can be used to deal with a large number of evaluation results, which can save time without loss of accuracy.

II. CLOUD COMPUTING AND E-LEARNING

The traditional multimedia network classroom is usually comprised of a projector and the hardware network system. However, the consumption, maintenance and upgrades of hardware is problematic and costly for the school. The use of E-learning interactive software based on cloud computing can completely avoid these problems. With the help of this software, Power Point, CD, experimental demonstration system and the teaching methods can be realized with the modern interactive teaching mode of voice, image, text, and animation. The application interface of the E-learning platform is shown in Figure 1.

In the internal interactive software, there is an E-learning interactive platform based on cloud computing. That is to say, the interactive software is in the application layer of the interaction platform. The E-learning platform is a supplement to the traditional mode of education. In addition, it is the inheritance and development of the traditional education mode. The platform includes the following modules:

A. The user registration and login

Users register in the system through their ID. At the same time, the users must give their name and gender which is used in the E-learning platform. Through the system validation, the user becomes a legitimate user. Then, the user can log on the E-learning platform, query the resources, and learning the related courses.

B. The data download

The related resources are uploaded to the server by the resource provider. Students can download the necessary resources and share them with other nodes. This strategy of resource download can give the network good scalability, and also reduce server load and server bottleneck.

C. The online test

The E-learning platform includes an online test module, and the test paper is stored in the server and teachers node. According to the account permissions settings, students cannot download their test paper to a local computer, so it can only be completed online. Through the students interface, they finish the test within the specified time, and submit the test paper to the server. Then, the test results will be sent to the clients.

D. The online discussion

Teachers and students can use the form of text or voice to exchange their views, so as to achieve real-time interaction.

The E-learning interactive platform with cloud computing is shown in Figure 2.

III. BASIC KNOWLEDGE OF ASSESSMENT MODEL

In the field of E-learning, students' learning behavior is more expressed as a kind of autonomous learning with a high level of randomness and one-sided tendency. Therefore, it has been unable to accurately assess the learning behavior and learning outcomes of students through the simple online communication and testing. E-learning is urgently needs to explore a more suitable evaluation model, so as to ensure that the E-learning can accurately monitor and timely guide students to learn. Learning assessment can confirm the students' learning progress, master the learning level, and monitor the learning behavior. Therefore, it provides the decision-making basis for the adjustment and control of the teaching process. It is divided into diagnostic evaluation, formative evaluation and summary evaluation. Next, we introduce the AHP method based on the BP neural network comprehensive evaluation model.

Figure 1. The application interface of E-learning interactive software
AHP model

The analytic hierarchy process (AHP) is a simple, flexible and practical multi-objective decision method, which combines both qualitative and quantitative calculation. It adjusts the present optimization method, which can only be used in the quantitative analysis, and makes a quantitative analysis of the non-quantitative problems. On the whole, AHP provides three research methods: the system hierarchy analysis method, 1-9 scale method, and the feature vector method for ranking weights. The steps and applications of AHP are modeled as follows:

Step 1: According to the scaling theory, structuring the multiple comparison judgment matrix is denoted as $A$.

$$A_{ij} = \begin{cases} a_{ij} & (i = 1, 2, L, n) \\ a_{ji} = 1/a_{ij} & \end{cases}$$

Step 2: The judgment matrix $A$ is normalized:

$$a_{i} = a_{i}/\sum_{i=1}^{n}a_{ij} \quad (i = 1, 2, L, n)$$

Step 3: Calculate the sum of each row of the judgment matrix:

$$\omega_{i} = \sum_{j=1}^{n}a_{ij} \quad (i = 1, 2, L, n)$$

Step 4: The $\omega_{i}$ is normalized:

$$\omega_{i} = \omega_{i}/\sum_{i=1}^{n}\omega_{i} \quad (i = 1, 2, L, n)$$

Step 5: According to $A\omega = \Lambda_{\max}\omega$, the maximum characteristic root and characteristic vector are calculated.

Step 6: Consistency check.

B. BP neural network

The Sigmoid function is used as the activation function of the hidden nodes of the BP neural network. The activation function of the output node of the BP neural network is different depending on the purpose of the application. If the BP network is used for classification, the output layer node generally uses the sigmoid function or hyperbolic tangent function. Otherwise, if it is used for function approximation, the output layer node uses a linear function. Figure 3 shows a BP network structure with two hidden layers.

The input layer has $M$ input signals, and any one of the input signals is expressed by $m$. The first hidden layer is $I$, that is to say, there are $I$ neurons, and any one of them is expressed by $i$. The second hidden layer is $J$, that is to say, there are $J$ neurons, and any one of them is expressed by $j$. The output layer is $P$, that is to say, there are $P$ neurons, and any one of them is expressed by $p$. The connection weights of the input layer and the first hidden layer are expressed by $w_{mi}$. The connection weights of the first hidden layer and the second hidden layer are expressed by $w_{ji}$, and the connection weights of the second hidden layer and the output layer are expressed by $w_{jp}$. The comprehensive evaluation process of the AHP-BP neural network algorithm is shown in Figure 4.
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IV. SIMULATION EXPERIMENT AND RESULT ANALYSIS

The evaluation of E-learning capability can provide a result of the evaluation to students and teachers, and can also help students to adjust and control their E-learning behavior, so as to achieve better learning results. According to the E-learning environment, the evaluation index system of E-learning comprehensive capability based on the AHP-BP neural network algorithm is shown in Table I.

We set up $w$ and $L$ respectively for the weight and the underlying evaluation matrix of third level indicators, $q$ and $T$ respectively for the weight and score matrix of second level indicators, and $S$ is the evaluation score of the comprehensive capability of E-learning. Due to the limited space, we only have the comprehensive evaluation of the E-learning capability for one student, and the assessment method of other students are similar to this one.

Step 1: According to $w$ and $L$, the score matrix $T$ is calculated of the second level indicators.

\[
T_a = w_a \cdot L_a = (0.435, 0.323, 0.242) \cdot \begin{bmatrix} 0.2 & 0.8 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix} 
= (0.087, 0.913, 0, 0, 0)
\]

\[
T_b = w_b \cdot L_b = (0.437, 0.362, 0.201) \cdot \begin{bmatrix} 0.2 & 0.6 & 0.2 & 0 \\ 0 & 0.8 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} 
= (0.0, 0.1598, 0.7528, 0.0874, 0)
\]

\[
T_c = w_c \cdot L_c = (0.416, 0.395, 0.189) \cdot \begin{bmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix} 
= (0.079, 0.921, 0, 0, 0)
\]

\[
T_d = w_d \cdot L_d = (0.592, 0.307, 0.101) \cdot \begin{bmatrix} 0.6 & 0.4 & 0 & 0 & 0 \\ 0.8 & 0.2 & 0 & 0 & 0 \end{bmatrix} 
= (0.857, 0.143, 0, 0, 0)
\]

Step 2: According to $q$ and $T$, the evaluation scores $S$ of the comprehensive capability of E-learning are calculated. $S = (q, T, W, T)$

\[
S = (0.444, 0.353, 0.108, 0.095) \cdot \begin{bmatrix} 0.087 & 0.913 & 0 & 0 & 0 \\ 0 & 0.1598 & 0.7528 & 0.0874 & 0 \\ 0.079 & 0.921 & 0 & 0 & 0 \\ 0.857 & 0.143 & 0 & 0 & 0 \end{bmatrix}
= (0.1285, 0.5748, 0.2658, 0.0309, 0)
\]

Step 3: At this point, we define the comment set: $V = \{V_1, V_2, V_3, V_4, V_5\} = \{90, 80, 70, 60, 50\}$

The results of the sub indexes are calculated.

\[
E_a = V \cdot T_a = (90, 80, 70, 60, 50) \cdot (0.087, 0.913, 0, 0, 0) = 80.87
\]

\[
E_b = V \cdot T_b = (90, 80, 70, 60, 50) \cdot (0.0, 0.1598, 0.7528, 0.0874, 0) = 70.72
\]

\[
E_c = V \cdot T_c = (90, 80, 70, 60, 50) \cdot (0.079, 0.921, 0, 0, 0) = 80.79
\]

\[
E_d = V \cdot T_d = (90, 80, 70, 60, 50) \cdot (0.857, 0.143, 0, 0, 0) = 88.57
\]

Then, the results of the evaluation of the comprehensive capability of E-learning are calculated.

\[
F = V \cdot S = (90, 80, 70, 60, 50) \cdot (0.1285, 0.5748, 0.2658, 0.0309, 0) = 78
\]

Step 4: In this way, the student's E-learning comprehensive capability can be obtained. At the same time, we give the following evaluation report, as shown in Table II.
Step 5: Finally, we use the BP neural network to predict the evaluation results of 1000 students, and compare them with the results obtained by the AHP method, so as to illustrate the effectiveness of the method proposed in this article. We use the E-learning comprehensive capability with 990 students as a sample of the BP neural network, so as to train the BP neural network. Then, we predict the E-learning comprehensive capability of the remaining 10 students. According to the information in section 3, the number of input factors of the neural network is 12, the number of the output value is 1, and the number of the hidden layers is determined by the minimum fitting error. After multiple times of training, the final number of hidden layers is 4, and the fitting error is 0.0412. So, the model proposed in this paper is a BP 12-4-1 neural network. The fitting error and prediction results are given in Figure 5 and Figure 6 respectively.

Figure 6 shows that the prediction results of the BP neural network and the evaluation results obtained by the AHP method are similar. This proves the effectiveness of the AHP method on the evaluation of the E-learning comprehensive capability. At the same time, the BP neural network method can be used to deal with a large number of evaluation results, which can save time without loss of accuracy.

V. CONCLUSION

In this article, we first build an E-learning platform based on cloud computing, and introduce the software interface and function. Secondly, data mining technology is used to analyze and collect the record data in the process of E-learning, so as to establish the evaluation system of the E-learning comprehensive capability. Then, we propose an E-learning capability evaluation model based on an AHP-BP neural network algorithm. Finally, through experiments we can see that the prediction results of the BP neural network and the evaluation results obtained by the AHP method are similar. This proves the effectiveness of the AHP method on the evaluation of the E-learning comprehensive capability.
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