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Abstract—Constraint-Based student Modeling (CBM) is an important tech-
nique employed in intelligent tutoring systems to model student knowledge to 
provide relevant assistance. This paper introduces the Math Story Problem Tu-
tor (MAST), a Web-based intelligent tutoring system for probability story prob-
lems, which is able to generate problems of different contexts, types and diffi-
culty levels for self-paced learning. Constraints in MAST are specified at a low-
level of granularity to allow fine-grained diagnosis of the student error. Fur-
thermore, MAST extends CBM to address errors due to misunderstanding of 
the narrative story. It can locate and highlight keywords that may have been 
overlooked or misunderstood leading to an error. This is achieved by utilizing 
the roles and syntaxes of the problem segments and the semantic descriptions of 
the keywords that are defined through the Natural Language Generation (NLG) 
methods deployed in the story problem generation. MAST also integrates CBM 
with scaffolding questions and feedback to provide various forms of help and 
guidance to the student. This allows the student to discover and correct any er-
rors in his/her solution. The tutoring effect of MAST has been evaluated empir-
ically using different tests (paired samples t-test, normalized knowledge gain, 
Mann-Whitney U test, and power learning curves). The results demonstrated a 
positive effect of MAST on improving the exam scores, and the normalized 
knowledge gain. Additionally, keyword highlighting of errors integrated in 
MAST has been shown to speed up learning and improve reduction of average 
percentage of violated constraints along the learning curve. This suggests that 
using various forms of assistance can help speedup learning, and that well-
designed tutoring systems providing relevant help can be superior to traditional 
approaches.   

Keywords—Constraint-based Modeling, Intelligent Tutoring Systems, Scaf-
folding Feedback, Scaffolding Questions. 
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1 Introduction 

Intelligent Tutoring Systems (ITSs) are computerized tutoring systems that typical-
ly incorporate AI techniques within their operation. Such techniques support simulat-
ing tutoring activities such as student coaching, student guidance, and misconception 
diagnosis. In turn, ITSs have the potential to involve the student in an active learning 
environment matching the effective learning outcome of an individual tutor. ITSs 
typically provide adaptable support to each student based on modeling of the student 
knowledge and his/her characteristics. The student model may allow individualization 
of the system interactions, such as providing student-specific feedback or selecting 
the next problem to solve. 

The student model is able to represent one or more of the student features [1] such 
as knowledge [2, 3], interests [4, 5], goals [6, 7] and individual traits [8, 9, 10]. The 
student knowledge model stores the student’s cognitive state with respect to a specific 
subject domain. It is based on analysis of behaviors that are related to the problem-
solving process such as the student answer, the student errors and the number of trials 
to reach the correct answer. 

Constraint-Based Modeling (CBM) is a student knowledge modeling technique 
which is based on Ohlsson’s theory of learning from performance errors [11]. This 
translates to representing the fundamental principles of the domain as a set of con-
straints, where constraints define equivalence classes of problem states. Each con-
straint has a relevance condition, at which it is applicable and a satisfaction condition, 
whose violation indicates an error [11, 12, 13]. Using CBM allows the diagnosis of 
the student errors, without an explicit or generative model of buggy versions of a 
skill. The student’s knowledge is described in terms of both the satisfied and violated 
constraints. The tutoring system reacts to such violation by advising the student on the 
error(s) using the information contained in the violated constraints [14].  

CBM has been employed in different domains such as Structured Query Language 
(SQL) of relational database systems [15], database modeling [16, 17, 18], data nor-
malization [19, 20] and object-oriented analysis and design using Unified Modeling 
Language (UML) [21, 22]. Although CBM is typically employed with word problems 
in different domains, it is limited to checking the student answer syntactically and 
semantically based on defined constraints. It generally falls short of taking into con-
sideration the possibility of the student error due to misinterpretation of the story 
problem. An objective of this work is extending CBM to address the student misinter-
pretations errors. 

This paper presents the Math Story Problem Tutor (MAST), a Web-based intelli-
gent tutoring system for probability story problems. MAST has the ability to generate 
problems of different contexts, types and difficulty levels for the purpose of facilitat-
ing self-paced learning. The paper focuses on CBM in MAST aiming to diagnose the 
student errors, and thus effectively tutor him/her. The paper provides answers to the 
following research questions: 
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• If story problems are automatically generated using NLG, and the role of each 
problem segment and its syntax are known in advance, could that affect the capa-
bility of the system to diagnose the students' misinterpretation errors?  

• Could we relate misinterpretation errors to corresponding keywords within specific 
problem segments? 

• Could the ability to locate the corresponding keywords of misinterpretation errors 
be used as a type of help and guiding to the student? 

• Could we use scaffolding technology to help students to answer the main question?  

The rest of the paper is organized as follows: First, we discuss the application of 
CBM in story problems and the different scaffolding approaches to highlight the con-
tributions of the paper along these two dimensions. Second, we introduce MAST, 
explaining the structure of a typical problem and how it facilitates self-paced learning. 
This is followed by a discussion of the different constraint types in MAST and how 
they are exploited in CBM. We also explain how the different scaffolding techniques 
are integrated with CBM to provide several forms of assistance. Finally, the results of 
the empirical evaluation of MAST and the effectiveness of its student modeling ap-
proach are presented followed by the conclusion and possible future research. 

2 Constraint-Based Student Modeling in Story Problems 

The goal of student modeling is to diagnose the student's misunderstanding of a 
given subject and react accordingly. Student modeling techniques can be broadly 
classified into (i) short-term and (ii) long-term modeling techniques. In short-term 
student modeling, errors in the student's solution to a given problem are diagnosed to 
provide relevant help [13]. Long-term student modeling, on the other hand, considers 
the student interactions with the system over time to build a more accurate model. 
Long-term modeling allows adding an adaptation dimension to the tutoring system 
such as selection of an appropriate following problem [23]. Representation of the 
student model, especially the knowledge model, varies from simple numeric rankings 
to complex networks. 

Techniques for student modeling generally rely on either (i) Artificial Intelligence 
(AI) methods or (ii) cognitive science approaches. AI techniques include machine 
learning agents [24], fuzzy logic, Bayesian networks [25] and Artificial Neural Net-
works (ANNs) [26] that reason about the student knowledge. They may be used for 
either long-term or short-term student modeling. Cognitive science techniques, on the 
other hand, are based on the assumption that human knowledge (and errors) can be 
modeled. Two prominent examples of cognitive science techniques are model-tracing 
[27] and CBM [13] that are widely used for short-term student modeling. 

In model tracing, traditional If-Then production rules are used to encode the 
knowledge of human experts and how they solve problems according to both the 
given facts and goal. An error is detected when the student answer, or answer step, 
does not match any production rule. The tutoring system typically reacts by advising 
the student on the correct production rule to be applied. Student bugs may also be 
augmented as buggy rules to allow advising the student about the error [28]. 
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Ohlsson proposed CBM as an approach to avoid some limitations of model-tracing, 
such as having runnable models of the expert and the student in addition to identify-
ing and augmenting the student bugs. As previously noted, CBM is based on captur-
ing the domain principles using a set of constraints. A constraint is typically repre-
sented by the tuple <Cr, Cs>, where the relevance condition Cr is the condition under 
which the constraint is applicable, while the satisfaction condition Cs is the condition 
that should be satisfied such that the constraint is not violated [13]. Identifying errors, 
in this case, is based on tracking the violated constraints. In such a situation, the tutor-
ing system can respond by giving advice to the student about the error, even without 
being able to replicate it. 

In spite of employing CBM in story problems in numerous domains, to the best of 
our knowledge, none of the existing research studies in the literature takes into con-
sideration the possibility of the student error due to misinterpretation of the story 
problem itself. This is mainly due to the complexity of this task that requires the natu-
ral language analysis of the problem story. MAST addresses this shortcoming, lever-
aging the automated natural language generation of its word problems and the fact 
that the syntax and role of each problem segment is known in advance. Accordingly, 
MAST extends the classical representation of a constraint to be able to locate key-
words that may not have been taken into consideration by the student and integrates 
CBM with scaffolding techniques to provide various forms of assistance. The paper 
also introduces new types of constraints specified at a low-level of granularity to 
allow fine-grained diagnosis of the student error and hence more specific feedback as 
explained in the following sections. 

3 Scaffolding 

Scaffolding is a type of support provided during the learning process. This support 
is intended to be individualized to the specific requirements of the student with the 
objective of helping the student achieve his/her learning goals [29, 30]. Moreover, it 
is designed to stimulate a deeper level of learning.  

There are two prominent scaffolding techniques (i) scaffolding questions [31, 32, 
33, 34, 35] and (ii) scaffolding feedback [36]. Scaffolding questions are intended to 
be a sequence of questions to aid the students build understanding. These series of 
questions are called “micro plans” [37]. Heffernan et. al embraced the term scaffold-
ing question to refer to what the tutor asks as a way to help the student in solving of 
the original problem [31].  In scaffolding questions [31, 32], the problem is broken 
into sub-problems [33]. Harrington and Holroyd [35] showed that scaffolding ques-
tions have a significant impact on tutoring the students in comparison to merely 
providing hints. A variant of this approach has been proposed in which each scaffold-
ing question is provided in the form of a multiple-choice question. This question is 
designed, such that self-explanation is prompted in an attempt to teach the student 
how to solve a similar problem correctly [30]. 

In scaffolding feedback [36], on the other hand, the student is provided with a set 
of incremental hints until he/she is able to solve the problem correctly. Scaffolding 
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feedback has been tested against three other feedback techniques (i) standard correc-
tive feedback, where the correct answer is provided immediately to the student, (ii) 
minimal feedback, where the student is merely informed about whether or not the 
provided answer is correct, and (iii) answer-until-correct multiple-choice feedback, 
where the student is given minimal feedback about each answer and allowed to make 
other choices until the correct answer is selected. It has been shown that scaffolding 
feedback gives relatively better results over longer periods of time [35].  

To provide extensive assistance to the student, MAST exploits both scaffolding 
questions and scaffolding feedback. Moreover, it extends scaffolding feedback by 
providing visual hints in the form of highlighted problem keywords upon detecting a 
student error to address the possibility of the misinterpretation of the story problem as 
explained in the following sections. 

4 The Math Story Problem Tutor (MAST) 

MAST is a Web-based intelligent tutoring system for probability story problems. 
Probability is favorable outcome over all possible outcomes. For example, the proba-
bility to get 3 when we roll a die is 1/6, where there are six possible outcomes (1, 2, 3, 
4, 5, 6) and 3 is one of them. In the probability story or word problem, the information 
is taken from the context of the problem. MAST can generate problems of different 
contexts. Problem types within a given context are classified into several categories 
depending on the number of elements, and organization of the heading stories. Diffi-
culty of heading stories is proportional to the level of complexity of the structure 
used. As an illustrative example, within the context of tossing a coin and rolling a die, 
problem types are classified into four categories:  

• Low difficulty level: problems involving a single object such as a single die or a 
single coin. 

• Medium difficulty level: problems involving more than one object of the same type 
such as two dice. 

• High difficulty level: problems involving more than one object of different types 
such as a coin and a die. 

• Advanced difficulty level: problems involving conditions. For example, a single 
coin is tossed and according to the outcome, another coin may be tossed or a die 
may be rolled. 

It is worth mentioning that the difficulty levels of these problems categories have 
been quantified by engaging domain experts. A questionnaire with a broad set of 
problems was addressed by these domain experts where they rated the questions on a 
Likert scale between 1 (extremely easy) and 9 (extremely difficult). The average of 
the difficulty level assigned to each question type was used, as we also evaluated the 
reliability of the difficulty levels using Intra-Class Correlation (ICC). The different 
question types were then classified into the four categories.  

Problems of a given type are further classified into fine-grained difficulty levels 
according to the operations involved in their questions. Accordingly, MAST allows 
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the student to select problems of different contexts, types and difficulty levels for self-
paced learning. Figure 1 presents an example problem within the interface of MAST. 

4.1 Basic Problem Structure in MAST 

A typical MAST problem is composed of a header followed by one or more proba-
bility questions presented to the student one at a time. The header of each MAST 
problem includes a probability story describing a situation. This could involve one or 
more objects, and one or more operations depending on the difficulty level of the 
story problem. On the other hand, a probability question asks the student to provide 
the probability of a specific event. An event space question is an optional question, 
which asks for the student to list the set of elements that represent the event. 

 
Fig. 1. A screenshot of MAST depicting fine-grained difficulty levels within the coarse-

grained Advanced difficulty level. 

4.2 Probability Question Structure 

A probability question is formed of canned text followed by a statement including 
a number of operations. Three examples of probability questions canned text are 
"Calculate the probability of the following events," "Calculate the probability of each 
of the following events" and "What is the probability of the following events".  

As shown in the Figure 1, in addition to the canned text, each probability question 
includes a statement with zero or more operations. For example, the statement in the 
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probability question “occurrence of a head” includes no operations. On the other 
hand, the statement in the probability question “being at most one Head and not ap-
pearance of a perfect square number” includes four operations: "at most", "and", “not” 
and " perfect square number ". It is worth noting that each of those operations has a 
difficulty level. The difficulty level of a given probability question is the aggregation 
of the difficulty levels of the operations within its statement. The difficulty level of a 
given MAST problem is equal to the difficulty level of each of its probability ques-
tions. This implies that all the probability questions that appear within a given proba-
bility problem are all of the same difficulty level. 

The generation process of the different statements is based on the selection of one 
or more operations from the specified operations for each object type. Instantiation of 
associated variables values (if it is required for the operation) are restricted by some 
rules to ensure that semantic consistency is achieved. 

4.3 Optional Scaffolding MAST Questions  

Solving the probability question of a specific event requires the student to estimate 
(i) the sample space of the problem based on the problem header and (ii) the set repre-
sentation of the event in the question statements. For example, if the story problem is 
flipping one die and the probability question is asking about the probability of a per-
fect square number, the student has to know the sample space which is {1, 2, 3, 4, 5, 
6} and the set representation of the event that represents the perfect square numbers in 
the sample space which is {1, 4}. In turn, the student can estimate the probability, 
which is the number of the event space elements divided by the number of the sample 
space elements which is 1/3. The student can submit the probability value which is 
checked by the system.  

MAST supports the student by providing two optional scaffolding questions to 
check his/her answer regarding the sample space and the set representation of the 
event. The first optional question is a multiple-choice sample space graph question 
that prompts the student to select a sample space graph relevant to the story in the 
problem header. Moreover, the relevant graph is displayed to the student throughout 
the rest of the problem to help in solving the following probability questions as illus-
trated in Figure 1. The second optional question focuses on the set representation of 
the event provided with each probability question to allow the student to write down 
the event set representation used in the computation and check its validity as shown in 
the figure. This question is formed of canned text “You can check the set representa-
tion of the event here”. Each question type has different types of constraints that are 
used to check the student answer and diagnose the errors. Next section will explore 
these different constraint types. 

5 Constraint Types in MAST 

As previously noted, a constraint is typically represented by the tuple <Cr, Cs>. 
MAST extends this classical representation of a constraint to be able to address errors 
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due to misinterpretation of the story problem by locating keywords that may not have 
been taken into consideration by the student. Each constraint in MAST is represented 
by the following tuple: 

<Cr, Cs, WSD, PSD, H, [axiom]> 

Where WSD is the word semantic description of the keywords that should be taken 
into consideration by the student to satisfy the constraint, while PSD is the problem 
segment description in which the keywords are located. Each constraint is accompa-
nied by one or more hints H to guide the student to satisfy the constraint in case of an 
error. Moreover some constraints may be accompanied by a follow-up axiom. As 
previously noted, MAST generates its problems using NLG methods and hence, the 
role or description of each problem segment is known in advance. Additionally, the 
syntax of each segment with semantic description of each word is defined. This 
makes MAST capable of locating the keywords inside the corresponding segments 
using merely their semantic descriptions. Subsequently, they are automatically high-
lighted in case of violation of the specified constraint.   

It is worth mentioning that, highlighting keywords is used in KERMIT systems for 
the purpose of referring the student solution errors in case of misunderstanding the 
problem [16]. KERMIT asks the student to highlight the word or phrase modeled by 
each object in the ER diagram. Then, the system uses a one-to-one mapping of words 
of the problem text to the objects of its ideal solution to identify the corresponding 
student solution objects. KERMIT exploits the nature of the domain where the student 
solution object names are directly presented as words in the story problem. On the 
other hand, in other domains, such as probability in MAST, a few words in the prob-
lem have impact on the student solution. For example, in a problem talking about a 
coin that is tossed twice, the student answer cannot contain numeric numbers in the 
sample space or event set representations since the allowed elements are H (head) and 
T (tail) only. Therefore, if the student answer contains number(s) such as five, the 
word coin will be highlighted automatically to draw the student attention for the ob-
ject in the problem. Furthermore, the word coin will not be mentioned in the con-
straint, but the object name will be used instead since it is the semantic description of 
this word. Using the semantic description of the word minimizes the number of con-
straints that have to be defined for the same error. For example, the same constraint 
will be used if the problem is changed to a die tossed two times and the student an-
swer contains the symbol H or T. Some additional examples are provided in the fol-
lowing subsections.  

In the literature, the constraints are typically classified into (i) syntax constraints 
and (ii) semantic constraints [38]. A syntax constraint is a problem independent gen-
eral domain constraint. On the other hand, a semantic constraint relates the student 
answer to the correct answer. This paper classifies the syntax constraints into two 
types (i) domain constraints, which are domain general constraints, and (ii) context 
constraints, which are domain constraints in specific problem contexts. In addition, 
the paper introduces a special type of semantic constrains on multiple choice sample 
space graph questions. Accordingly, MAST constraints are classified into (i) syntax 
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constraints which imply domain constraints and context constraints, (ii) semantic 
constraints and (iv) sample space graph constraints.  

It is worth mentioning that, due to the NLP capability of MAST, most of the con-
straints take a generalized form of the error types and accordingly there are small 
numbers of constraints in each type. We have five domain constraints, six context 
constraints, 23 semantic constraints and five sample space graph constraints. 

5.1 Syntax Constraints 

Syntax constraints are classified into domain and context constraints. Domain con-
strains are problem independent and focus on the answer form according to the type 
of the asked question. On the other hand, the context constraints check the student 
consideration of the context of the problem story such as considering all problem-
story mentioned objects. 

 
Problem Correct 

Probability 
Constraint Parameters 

A fair die is 
rolled once, and 
the number on 
the upper face is 
observed. 
What is the 
probability of 
obtaining an 
odd number? 

1/2 Relevance condition: if the problem asks about 
the probability of an event in the probability 
question 
Satisfaction condition: the student answer must 
be greater than or equal to zero and less than or 
equal to one  
Related keyword: probability 
Problem segment description: canned text of 
probability question 
Hint: The probability is a number greater than 
or equal to zero and less than or equal to one. 

Student 
probability 

!"

!"#$ !%#$ (c) 

Fig. 2.  (a) An example MAST problem, (b) the correct and student wrong answer, and (c) an 
applicable syntax constraint. 

5.2 Domain Constraints 

The student answer can be a response to the probability question (the main ques-
tion) or to the set representation of the event question (scaffolding questions). There-
fore, the domain constraints deal with the possible student answer forms. For exam-
ple, syntax constraints that are concerned with the probability questions ensure that 
the probability is provided in proper fraction form and has a numeric value that is 
larger than or equal to zero and smaller than or equal to one. Figure 2 shows an ex-
ample MAST problem as well as an applicable syntax constraint that deals with prob-
ability questions. On the other hand, a syntax constraint that deals with event set rep-
resentation questions ensure that the student answer has a correct form of a set. For 
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example, a syntax constraint checks that the student answer elements are included 
between braces and the number of opened and closed parentheses match. 
It is worth noting that the keywords in such constraints are always located in the cor-
responding question canned text and not in the problem header. This is due to the 
nature of the syntax constraints that are independent of the problem details. Addition-
ally, the keyword(s) are always those that specify the basic requirements of the ques-
tion and are put in the constraints directly. To illustrate, the keyword of the constraint 
shown in Figure 2(c) is the word "probability", since the basic requirement of the 
corresponding probability question is to compute the probability of an event. The 
student has to take this keyword into consideration and therefore it is automatically 
highlighted when the student gives a wrong answer that violates the constraints in 
Figure 2(c). Similarly, the keywords of a constraint on the event set representation 
questions would be the "set representation of the event” that the student has to take 
into consideration to preserve the general properties of the representation. 

 
Problem Correct Event 

Set Represen-
tation 

Constraint Parameters 

Assume tossing a fair coin 
once, and then flipping a sin-
gle coin once in case of ap-
pearance of a Head. In case of 
getting a Tail, assume throw-
ing a fair die once.  
Calculate the probability of 
being exactly one Head and 
being a number equal 3. 

 
You can check the set repre-
sentation of the event here. 

{ } 
 

Relevance condition: if the 
problem asks about the event 
set representation 
Satisfaction condition: the 
student answer must contain 
only elements belonging to 
the problem sample space 
Word semantic description: 
object name(s)  
Problem segment descrip-
tion: conditions and results 
segments 
Hint: Not all elements are 
within the problem sample 
space. 

Student Event 
Set Represen-

tation 
{(H, 3)} 

 (a) (b) (c) 

Fig. 3.  (a) An example MAST problem, (b) the correct and student wrong answer and (c) an 
applicable context constraint. 

5.3 Context Constraints 

A context constraint is a syntax constraint in a specific problem context. Unlike the 
domain constraints, a context constraint needs some information from the problem 
header. It only checks the student answer to the set representation of the event ques-
tion. For example, there is a context constraint which ensures that in case the problem 
header includes a single object, the student answer to the event set representation 
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question does not include any elements of unmentioned object. Figure 3 shows a more 
complicated case of Advanced difficulty level problems that involve conditions re-
sulting in excluding some elements from the spaces of the involved objects. To illus-
trate, in the shown example, in case of obtaining a Head, a coin would be flipped and 
therefore no elements from the space of the die would ever appear with a Head. So, in 
case, for example, the student supplies {(H, 3)} as the set representation of the event, 
this constraint will be violated flagging an error. 
 

Problem Correct Event Set Repre-
sentation 

A fair die is rolled once, then the number on the 
upper face is observed.  
What is the probability of getting an even num-
ber?  
You can check the set representation of the 
event here. 

{2, 4, 6} 
 

Student Event Set Repre-
sentation 

{2, 3, 5} 

(a) (b) 
Constraint Parameters 

Relevance condition: if the problem statement involves even number(s) 
Satisfaction condition: the event set representation in the student answer should 
include the relevant even number(s) in the problem sample space 
Word semantic description: operation name 
Problem segment description: problem statement 
Hint: Please consider the even numbers 
Axiom: The even numbers are the numbers that are divisible by 2 

(c) 

Fig. 4.  (a) An example MAST problem, (b) the correct event set representation and the student 
wrong answer, and (c) an applicable semantic constraint. 

5.4 Semantic Constraints 

A semantic constraint relates the student answer to the correct answer. For exam-
ple, in case of a probability question, a semantic constraint ensures that the value of 
the probability is correct. On the other hand, in case of set representation of the event 
space question the semantic constraints ensure that all the elements in the student 
answer belong to the correct event set representation. A large number of semantic 
constraints ensure the event set elements, provided when solving a set representation 
of the event question, satisfy the operators in the problem statement. An example 
problem, the correct sample space, the correct set representation of the event and an 
applicable semantic constraint are shown in Figure 4. In the illustrated problem, a 
single die is tossed once and it is required to identify the probability of getting an 
even number. In case the students opts to solve the corresponding event set represen-
tation question, an applicable semantic constraint ensures that the shown correct event 
set elements are all included in the student answer. It should be noted that the ques-
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tion could include complicated operators, which means that more one constraint have 
to be checked.  

 
Problem Correct Event Set Representation 

Two distinct dice are rolled once, then the 
upper faces are observed.  
What is the probability of the following: 
the sum of the appearing numbers is an 
even number?  
You can check the set representation of 
the event here. 

{(1, 1), (1, 3), (1, 5), (2, 2), (2, 4), 
(2, 6), (3, 1), (3, 3), (3, 5), (4, 2), (4, 
4), (4, 6), (5, 1), (5, 3), (5, 5), (6, 2), 
(6, 4), (6, 6)} 

 
Student Event Set Representation 

{(1, 1), (1, 2), (1, 3), (1, 4)} 

(a) (b) 
Constraint Parameters 

Relevance condition: if the problem statement involves the sum operator 
Satisfaction condition: the sum of the number(s) between parentheses in the stu-
dent answer should satisfy the condition on the operand(s) of the sum operator  
Word semantic description: operations names  
Problem segment description: problem statement 
Hint: Please consider the even number(s) of the sum of the elements. 
Axiom: The even numbers are the numbers that are divisible by 2 and sum means 
addition. 

(c) 

Fig. 5.  (a) An example MAST problem, (b) the correct event set representation and student 
wrong answer, and (c) an applicable semantics constraint. 

An example problem, the correct event set representation, and an applicable se-
mantic constraint are shown in Figure 5. In the example, two distinct dice are rolled 
and their upper faces are observed. The problem requests the probability of the event 
in which the sum of the two numbers on the upper faces is even. In other words, there 
is an even condition on the sum of the two numbers. As shown in the example, the 
satisfaction condition considers both operations by entailing that the student answer to 
the set representation of the event space question should satisfy the even condition on 
the sum of each of the provided elements. In addition, the hints and axiom are the 
linguistic aggregations of hints and axioms of the two constraints since they appear as 
one operation for the student. 

Another example is shown in Figure 6. In this example, more than one operation 
are found in the problem statement. Therefore, more than one constraint have to be 
checked to identify the satisfied and violated constraints. The validation process is 
based on the intermediate steps of the correct answer which are available due to em-
ploying an expert module in MAST [39]. Hints and axioms in such problems give the 
student the solution path that should be followed to get the correct answer. MAST has 
the potential to support the student with the solution path also due to utilizing the 
expert module component. 
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Problem Correct Event Set Representation 
Assume tossing a fair die once, and 
then tossing a single coin once in case 
of getting an even number. In case of 
appearance of a non-even number, two 
distinct coins are flipped once.  
What is the probability of the ap-
pearance of at most one Head and 
being a number greater than or 
equal 3?  
You can check the set representation 
of the event here. 

{(H, 3), (H, 4), (H, 5), (H, 6)} 

Student Event Set Representation 

{(H, 1), (H, 2), (H, 3), (H, 4),             
(H, 5), (H, 6)} 

(a) (b) 
Constraint Parameters 

Relevance condition: if the problem statement includes the AND operator 
Satisfaction condition: the student answer must satisfy two (conditions) of the 
AND operator  
Word semantic description: violated operation  
Problem segment description: problem statement 
Hints:  

• Consider the sample space elements that include at most one head. 
• Consider the numbers which are greater than or equal 3. 
• Consider the space elements that satisfy the first and the second condition. 

Axioms:   

• At least means appearing a certain number of times or less. 
• Greater than means larger than. 
• AND means the answer satisfies the first condition and the second condi-

tion. 

(c) 

Fig. 6.  (a) An example MAST problem, (b) the correct event set representation and student 
answer, and (c) an applicable semantics constraint and its parameters. 

5.5 Sample Space Graph Constraints 

The sample space question importance is related to the transformation of the ques-
tion header (the story) to a mathematical form as sample space elements. Since the 
sample space can be too large and too time-consuming to write, as previously noted, 
this question is provided as a multiple-choice question in which the student can select 
a graph relevant to the sample space of the problem story. Sample space graph con-
straints address the effect of presence, sequence of the object(s), and the conditions 
(in advanced questions) on the sample space. The generation of the multiple choices 
is based on disturbing the correct graph by violating one of the constraints that should  
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Fig. 7. Sample space question example. 

be satisfied. Accordingly, a student selection of a wrong graph is interpreted as a 
violation of a specific constraint. 

An example of multiple choices for a sample space graph question are indicated in 
Figure 7, where the question presented to the student is “A single coin is flipped once, 
and then a fair coin is flipped once in case of getting a Head. In case of occurrence of 
a Tail, a single die is rolled once. Select the correct sample space graph”. The first 
choice in the figure changes the condition of appearance of a coin’s head to be associ-
ated by rolling a die instead of a coin and subsequently the appearance of the coin’s 
tail is associated by flipping anther coin. The second graph in the figure is the correct 
one, while the third graph overlooks flipping of the second coin.  

An example of a problem story, a relevant sample space graph and an applicable 
sample space graph constraint are shown in Figure 8. In the illustrated problem story, 
a single die is tossed once. If the condition of obtaining an odd number is satisfied, a 
fair coin is flipped once; otherwise it is flipped twice. Several constraints are applica-
ble to such a sample space graph such as the constraint shown in Figure 8(c) which 
entails that the graph should correctly describe the condition in the problem header. 
Other sample space graph constraints ensure that the student selects the graph which 
considers all the objects involved in the problem story preserving their sequence. 
Another constraint ensures the student takes into consideration the multiplicity of the 
objects (in case of the existence of more than one object of the same type) or the mul-
tiplicity of an action (such as the case when a fair coin is flipped twice as in the ex-
ample shown in Figure 8). 

6 Constraint-based Student Modeling (CBM) in MAST 

MAST employs CBM to diagnose the student errors and provide relevant help. 
Figure 9 shows the architecture of MAST system. MAST constraints discussed in the 
previous section are stored in the domain constraints database. According to the stu-
dent selection of the problem type and difficulty level, or an automated selection, a 
problem is generated by the Problem Generation Module (PGM). The problem is 
presented to the student and the system prompts the student to enter his/her answer. 
As the student provides an answer to a problem question, the pedagogical strategy 
modules passes it in to the CBM module. Accordingly, the CBM module starts ana-
lysing the student answer to check its correctness and identify the violated constraints 
in case of an error. The analysis process starts by checking the syntax constraints and 
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Problem Correct Sample Space 

A single die is tossed once, 
and then a fair coin is flipped 
once in case of obtaining an 
odd number. In case of being 
an even number, a fair coin 
is tossed twice. 

 

 

 

 

 

 

 

 

 

 

(a) 

 

Student Sample Space 

                                     (b) 

Relevance condition: if the problem requests selecting one of the sample space 
graphs & the header contains a condition, which is the appearance of odd num-
ber(s) 
Satisfaction condition: the student selects the graph that describes the condition 
Word semantic description: operations names 
Problem segment description header condition  
Hint: Consider the odd numbers in the sample space. 
Axiom: The odd numbers are the numbers that are not divisible by 2. 

(c) 

Fig. 8.  (a) An example MAST problem story, (b) correct and student wrong answer (c), and an 
applicable sample space graph constraint. 

then the semantic constraints are checked. It is worth mentioning that violation of 
some of syntax constraints indicates the student answer is fundamentally wrong and 
proceeds to checking the semantic constraints. For example, if the student answer for 
the event set representation question contains elements of an object where the ques-
tion header contains another object, then the student answer is totally wrong and there 
is no reason to continue checking the semantic constraints. 
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Fig. 9. The architecture of MAST system. 

The verification mechanism is based on checking the constraints relevant to the 
conditions presented by the problem. Only the constraints whose relevance conditions 
are satisfied are matched to identify whether or not their satisfaction conditions are 
violated. As previously noted, the relevance conditions of each constraint type are 
related to a specific problem segment. For example, the relevance conditions of the 
syntax constraints are related to the question canned text specifying the main re-
quirements of the problem (the probability of an event or the event set representation). 
On the other hand, the relevance conditions of the context constraints and the sample 
space graph constraints are related to the problem header. Finally, the semantics con-
straints are related to the statement components of the question. This implies that each 
constraint is only matched against the parameter (keyword) extracted from its relevant 
problem segment for a highly efficient matching process.     

The constraints whose relevance conditions match are the only constraints that fire. 
In other words, they are the constraints whose satisfaction conditions are matched 
against the student answer by the CBM module to determine whether they are satis-
fied or violated. For example, objects are extracted from the problem header and their 
count and sample spaces are extracted to be used in the matching process against the 
context constraints as explained earlier. In case of any error, the pedagogical strategy 
module is informed to provide relevant assistance to the student. 

It is worth noting that the relevance and satisfaction components of all constraint 
types are defined and stored in the domain constraints database, except the semantic 
constraints whose satisfaction conditions are not predetermined. This stems from the 
fact that the generated questions have variable operations and associated operands, 
which are randomly selected. Alternatively, the expert module generates the correct 
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answer for each problem statement and hands them in to the CBM module to be used 
in developing a satisfaction criterion for each semantic constraint on the fly. In case a 
statement includes more than one operation, all the semantic constraints that include 
the operations names in their relevance conditions are fired in sequence depending on 
the mathematical precedence of the operators. The expert module provides the result 
of applying each operation to be used in the matching process. 

A student model database stores all the student logs regarding the selected problem 
types and the presented statements. The status of the student answer (correct or incor-
rect) in addition to the types and status (satisfied and violated) of the constraints to 
which the student is exposed, Trail numbers, the time spent in solving the different 
questions and the history of assistance provided are also recorded in the database. 

7 Scaffolding in MAST 

As previously noted, MAST employs two types of scaffolding techniques to assist 
and guide the students to provide the correct answers, namely, (i) scaffolding ques-
tions and (ii) scaffolding feedback. 

7.1 Scaffolding Questions 

As previously noted, in scaffolding questions, the problem solution is divided into 
a sequence of steps. Accordingly, the student is provided with a sequence of questions 
such that the answer to each question solves a problem step. In case of the probability 
questions of MAST, the solution steps are implicit. In other words, the student needs 
to implicitly derive the sample space and the correct event set representations before 
computing the probability, which is equal to the number of elements of the event set 
representation divided by the number of elements of the sample space. Accordingly, 
MAST provides the student with the optional scaffolding sample space graph and 
event set representation questions whose solution solves major steps of the problem.  

Since the sample space of a given problem is common to all the included probabil-
ity questions, the sample space graph scaffolding question is provided in each prob-
lem before any other probability question as shown in Figure 10. Whether the student 
solves this question or skips it, the sample space graph is displayed throughout the 
rest of the problem. The student may display the sample space elements in textual 
form instead of in graphical form. This implicitly solves the first step of each follow-
ing probability question. Additionally, the irrelevant graphs are developed by violat-
ing some of the sample space graph constraints to detect the student error in case one 
of them is selected. 

After deriving the correct sample space of a probability problem, the next step in 
solving any probability question is to implicitly compute the correct event set repre-
sentation. Thus, as previously noted, each probability question in MAST is accompa-
nied by an optional event set representation scaffolding question to allow the student 
to write down the event set representation used in the computation and check its va-
lidity before proceeding.  
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Fig. 10.  Highlighted keywords and the general feedback. 

7.2 Scaffolding Feedback 

MAST provides different levels of feedback. It starts by presenting a clue to the 
student by highlighting the related violated constraint keywords that may be misinter-
preted by the student. As previously noted, MAST extends the classical representation 
of a constraint such that each constraint involves the word semantic description WSD 
and the problem segment description PSD where the corresponding keyword can be 
located. Thus, upon the violation of a given constraint, the related keywords are locat-
ed in the problem and highlighted as a minimal form of feedback to draw the attention 
of the student. In addition, general feedback that indicates whether the student answer 
is correct or incorrect, and whether there are any missing elements or incorrect ele-
ments is also indicated. The highlighted keywords, and the general feedback, are 
provided automatically to the student upon submission of an answer. In other words, 
MAST introduces visual hints to the student in addition to the general feedback. For 
example, Figure 10 illustrates violation of a student answer to the shown constraint 
due to violation of the two highlighted operations. In addition, the general feedback 
shows that the student answer has some correct elements (partially correct) in addition 
to two wrong elements and one missed element. 

In case of an error in the event set representation question, the student may request 
help by requesting a hint. Then the system will support the student by two types of 
feedback. The first is What’s Wrong, which identifies whether there are any irrelevant 
elements in the answer as shown in Figure 11. The second type of feedback is How to 
Solve, which gives the hints and axioms of the operations violated in the same se-
quence of solving. These two types of feedback are based on the expert module out-
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put, which generates the correct answer and corresponding solution path. It is worth 
noting that MAST constraints are specified at a low-level of granularity, to allow fine-
grained diagnosis of the student errors in case of compound and multiple operations. 
Therefore, the system is able to identify the specific cause leading to the mistakes 
made. The last feedback is the correct answer which is available to the student only 
when he/she has arrived at the last trial allowed. 

 
Fig. 11.  What’s Wrong and How to Solve feedbacks. 

8 Evaluation 

The goal of the evaluation is to assess the effectiveness of MAST in tutoring the 
students using various tests. Moreover, we are interested in the assessment of the 
effect of highlighting keywords in case of errors on learning outcomes. 

8.1 Method and Setup 

The subjects of the test were students enrolled in the third secondary level in the 
Egyptian educational system. They had basic prior knowledge of probability theory, 
and were expected to address more complex problems using MAST as part of their 
curriculum. The study included 51 volunteer students who previously attended three 
one-hour classes about the basics of the probability theory addressed by MAST. A 
paper-based pre-test exam was conducted including one question from each of MAST 
23 problem types. The students were then randomly divided into three groups each 
including 17 students as follows: 

• Group G1 was allowed to practice using the textbook that included working exam-
ples, but had no access to MAST. 

• Group G2 was allowed to practice using MAST, without the feature of highlighting 
keywords. 

• Group G3 was allowed to practice using a full version of MAST with all features 
included. 

The students were allowed to practice for two weeks after which they sat for a 
post-test exam. This exam included the same number and types of questions as the 

196 http://www.i-jet.org



Paper—Constraint-based Student Modeling in Probability Story Problems with Scaffolding Techniques 

pre-test exam, but with different order and specifications. We conducted four types of 
tests as follows: 

• Paired samples t-test was used to compare the pre-test and post-test exams of the 
students in each group.  

• For each group, we also computed the normalized knowledge gain which is given 
by the following formula [40]:  

Normalized Knowledge Gain = (post-score - pre-score)/(100 – pre-score) 

Where post-score and pre-score are the average percentage scores of the 
post-test exam and the pre-test exam respectively. 

• The Mann-Whitney U test was used for detailed comparison of the gain of the ex-
ams of the students in each two group pairs.    

• Power curves for the constraint violations were used to evaluate the 39 different 
constraints. We computed for each student the percentage of violated constraints 
the first time each constraint was valid. We then computed the average percentage 
across all the students. We repeated this in subsequent events of constraints validi-
ty and drew corresponding power curves. 

8.2 Findings and Discussion 

The scores of the pre and post-test exams of the three groups are shown in Table 1. 
It is worth mentioning that the grades are out of 23 and the gain is calculated as the 
difference between the pre and post-test exam scores.  

Using the paired samples t-test, we obtained t-values of 8.98, 9.32, and 9.67 for 
groups G1, G2 and G3 respectively. Using those t-values and degrees of freedom of 
16, we obtained p-values < 0.00001 for all three groups. This indicates that the results 
were significant at p ! 0.05. In other words, in each of the three cases, the students' 
performance was enhanced in the post-test in comparison to the pre-test. However, 
groups G2 and G3 showed higher improvement in comparison to G1 in terms of gain.  

Similarly, the normalized knowledge gain was found to be 0.422, 0.716 and 0.768 
respectively, which is significant in each of the three groups. Nevertheless, in the case 
of each of groups G2 and G3, it was significantly higher than in the case of group G1. 
It is worth noting that in the two above tests, group G3 demonstrated the highest im-
provement among the three groups.   

Using Mann-Whitney U test on the different group pairs, we obtained a U-value of 
64, a critical value of U of 87, and a p-value of 0.005 when comparing groups G1 and 
G2; a U-value of 53, a critical value of U of 87, and a p-value of 0.0014 when com-
paring groups G1 and G3; and a U-value of 128, a critical value of U of 87, and a p-
value of 0.56 when comparing groups G2 and G3. In other words, the results in the 
first two cases were significant at p ! 0.05, but not in the third case. This suggests that 
while MAST showed a positive effect on improving the grades of the students in 
comparison to the text book-based traditional approach, the two variants of MAST 
didn’t show any significant difference.  
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Table 1.  Pre-test and post-test scores for individuals in the three groups 

 
Group G1 Group G2 Group 3 

Pre-test Post-test Gain Pre-test Post-test Gain Pre-test Post-test Gain 
1 18 22 4 11 22 11 12 22 10 
2 17 23 6 12 18 6 11 22 11 
3 16 20 4 13 19 6 14 23 9 
4 12 18 6 16 23 7 18 20 2 
5 11 17 6 17 22 5 16 20 4 
6 16 18 2 19 21 2 14 19 5 
7 19 20 1 18 20 2 15 20 5 
8 14 16 2 14 21 7 17 21 4 
9 13 17 4 15 22 7 12 20 8 

10 12 14 2 18 21 3 17 22 5 
11 11 16 5 17 20 3 15 23 8 
12 16 18 2 14 22 8 12 19 7 
13 15 18 3 19 22 3 18 20 2 
14 14 17 3 12 20 8 15 22 7 
15 17 19 2 11 19 8 14 23 9 
16 18 20 2 15 20 5 17 22 5 
17 17 20 3 16 21 5 16 21 5 

Average 15.06 18.41 3.35 15.12 20.76 5.65 14.88 21.12 6.24 
SD ±2.56 ±2.26 ±1.62 ±2.69 ±1.35 ±2.50 ±2.21 ±1.36 ±2.66 

 
Figures 12 through 15 show the power curves and the log-log plots of the two 

groups G2 and G3 respectively. A comparison is provided in Figure 16. As shown in 
the figures, both versions of MAST have a positive effect of tutoring the students and 
reducing the average number of constraint violations. Nevertheless, MAST with the 
keyword highlighting feature has a slightly higher positive effect on speeding up 
learning since it tutors the students to recognize keywords in order to correct their 
errors and provide correct solutions. 

To sum up, MAST had positive effects on improving the pre and post-test scores 
and showed considerable student gain (at least 9%). Additionally, MAST had a higher 
positive effect in comparison to the text-book based approach especially in the nor-
malized knowledge gain. This may be due to the various types of assistance provided 
to the students in the course of learning. On the other hand, the two versions of 
MAST, with and without keywords highlighting in case of error respectively, did not 
show significant differences in this respect. However, the power curves showed 
speedup in learning using highlighting. This suggests that using various forms of 
assistance can help speedup learning and that well-designed tutoring systems provid-
ing relevant help can be superior to the text-book based traditional approach.  
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Fig. 12. The power curve of groups G2. 

 
Fig. 13. The log-log plot of groups G2. 
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Fig. 14. The power curve of groups G3. 

 
Fig. 15. The log-log plot of group G3. 
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Fig. 16. Comparison of the power curves of groups G2 and G3. 

9 Conclusion 

This paper presented CBM in the context of MAST, a Web-based intelligent tutor-
ing system of probability story problems. MAST has the ability to generate problems 
of different contexts, types and difficulty levels for self-paced learning. This paper is 
mainly concerned with short-term constraint-based student modeling in MAST for the 
goal of diagnosing the student error to provide relevant help for effective tutoring. 
Generation of problems in MAST is conducted using natural language techniques and 
hence the role and syntax of each problem segment is known. This allows MAST to 
relate each student error to specific keywords within a problem segment. Thus, it 
takes into consideration the possibility of the student error due to misinterpretation of 
the story problem. Accordingly, this paper extends the classical formal definition of a 
constraint to be able to provide various forms of help such as highlighting keywords 
and providing hints and axioms. The paper also introduces new types of constraints 
suitable for its problems. MAST constraints are specified at a low-level of granularity 
to allow fine-grained diagnosis of the student error and hence more specific feedback. 
MAST integrates CBM with scaffolding questions and feedback so that the student is 
guided step by step towards the correct answer. In addition to its advantage in tutoring 
the student, scaffolding also makes MAST able to diagnose compound errors. The 
different forms of scaffolding feedback provided to the students include: 

• Keywords corresponding to a constraint are highlighted to draw the attention of the 
student to take them into consideration. 

• General feedback indicates if the student answer is wrong or correct. 
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• Hints corresponding to the constraint are provided upon request. 
• Concept axioms behind the student error(s) may also be provided to the student 

upon request. 
• The student is also allowed to check the event set elements and in case of an error, 

the student may request help about what is wrong with the answer. 

A preliminary empirical evaluation of MAST has been conducted, and the results 
indicate the potential of effectiveness of its student modeling approach in tutoring the 
students. The number of constraint violation decreases along the learning curve and 
there is an improvement in the results of the post-test exam in comparison to the pre-
test exam. The novel feature of highlighted keywords identified by their roles in the 
generated problems show a speeding up effect. More detailed evaluation on a larger 
audience would further enhance this conclusion. 

The system focuses on probability story problems. As future work, it can be gener-
alized to deal with different story problems in math courses. Machine learning tech-
niques are required to assess and model the student knowledge. Long-term student 
model can be utilized to demonstrate the problems in an adaptive individualized man-
ner. Hypermedia technology can also be used to annotate the problems to allow or 
unlock certain problem types, depending on the student's knowledge. MAST is char-
acterized by variability of its questions and scaffolding questions in addition to the 
scaffolding help to be presented. 
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