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Abstract—In order for blind people to learn aerobics more conveniently, we 
combined Kinect skeletal tracking technology with aerobics-assisted training to 
design a Kinect-based aerobics-assisted training system. Through the Kinect 
somatosensory camera, the feature extraction method and recognition algorithm 
of sign language are improved, and the sign language recognition system is re-
alized. Sign language is translated through the sign language recognition system 
and expressed in understandable terms, providing a sound way of learning. The 
experimental results show that the system can automatically collect and recog-
nize the aerobics movements. By comparing with the standard movements in 
the database, the system evaluates the posture of trainers from the perspectives 
of joint coordinates and joint angles, followed by the provision of movements 
contrast graphics and corresponding advice. Therefore, the system can effec-
tively help the blind to learn aerobics. 

Keywords—Kinect, Human-Computer Interaction, Posture Recognition, Oc-
clusion Information Restoration, Blind Aerobics 

1 Introduction 

In the current process of aerobics training, learners reach the goal of exercise usu-
ally by repeatedly watching the video or by consulting coaches [1]. This is not only 
time- and effort- consuming, but brings great challenges to the blind. The meaning of 
our research is to combine aerobics training with Kinect skeletal tracking technology, 
such that the postures and movements can be captured and matched up with standard 
movements. Subsequently, the differences in the skeletal direction are analyzed and 
showed to blind people in a straightforward way, enabling them to find the gaps [2]. 
This method allows blind aerobics coaches and learners with high demand for teach-
ing/self-teaching to make accurate adjustments of movements and postures that used 
to be below standard, so as to meet the standard of correctness. Moreover, the training 
process can begin at any time and in any place, which broadens teaching means. 
Trainers can foster their rhythms through the interaction with the computer. With our 
approaches, the digitalization and informatization of basic aerobics training and other 
training levels can be further developed [3-5]. 
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2 Literature review 

Human-computer interaction is defined as a technology that realizes the dialogue 
between human and computer in effective ways and that studies computer, human 
kinds, and their mutual influence. This technology is closely related to the research 
fields like artificial intelligence, machine vision, ergonomics, and cognitive psycholo-
gy. Currently, more than 60,000 researchers worldwide are engaged in human-
computer interaction technology, and on annual average, there are more than 50 con-
ferences related to this technology and over 400 articles published in magazines. The 
number of related research results exhibited in conferences has exceeded 3,000. 

Foreign researchers have also been committed to human-computer interaction in 
multiple channels and other comprehensive ways. The Coyote robot developed by 
Dennis et al. [6], a professor of mechanical engineering at Virginia Tech, has been 
able to combine various modes of interaction information and take voice and hand 
gesture actions as the main interaction mode to achieve satisfactory performance 
results. Researchers such as Fritsch [7] have realized the interaction object tracking 
based on face and foot recognition. Stiefelhagen et al. [8], professor at the Karlsruhe 
Institute of Technology in Germany, has demonstrated the robustness of a multi-way 
interactive system through several experiments. The specific test equipment is to 
integrate hand gesture and voice into the ARMAR II and III robotic platform to estab-
lish a natural human-computer interaction system. Researchers at the University of 
Dublin, including Han [9], designed speech recognition, sight recognition, and face 
recognition in the Lego robot platform in order to enhance the naturalness of human-
computer interaction. 

With the development of information technology and computer technology, multi-
modal human-computer interaction technology has been gradually developed to in-
corporate more than two kinds of recognition technologies. At present, most of the 
related research materials for multi-modal human-computer interaction involve sound 
recognition technology and limb movement recognition technology [10,11], and their 
common features are intuitive, interface-friendly and information-rich. Therefore, the 
body movement interaction technology is closer to the development direction of inter-
active technology, arising as the core technology of multi-mode human-computer 
interaction. Its development is directly related to the future of human-computer inter-
action. 

3 Methods 

3.1 Kinect-based human joint recognition 

Kinect recognizes and tracks human skeleton. It identifies the coordinates of the 25 
joints of the human body, establishes the human skeleton structure, and combines the 
depth information to represent the human skeleton structure in three-dimensional 
space. The human joint recognition includes the following three parts: (1) remove the 
background; first, find the possible position of human body; then, use the edge detec-
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tion method to extract the outline of the human body according to the distance detect-
ed by the Kinect distance sensor. (2) Identify the important parts of the human body, 
including the head, arms, legs, and trunk. (3) Identify human joints; connect the joints 
in Kinect and analyze the front and side joints to judge where the human body is, as 
shown in Figure 1. 

Fig. 1. Steps of human skeleton joints recognition 

3.2 Human skeletal length ratio 

A moving human body is vulnerable to the external environment, softness of 
clothes, and other factors. In many cases, the contour information does not well re-
flect the details of human motion. The skeleton can not only represent the topology of 
human body, but also retains the body's geometric information. As a result, a large 
number of skeleton-based human recognition techniques have emerged, including 
bone extraction, target matching, and motion capture [55]. In this paper, the human 
body is expressed as a whole which is rigidly connected by multiple joints. Each joint 
is connected by a rigid body. Each joint represents a characteristic point, and the 
length of the rigid connection is unchanged. Therefore, Human movement is simpli-
fied as the movement of the human skeleton. The main male skeletal length is shown 
in Table 1. 

Table 1.  Standard male skeletal length 

Skeleton Length (cm) 
Right upper arm 27 
Right lower arm 33 
Left upper arm 27 
Left lower arm 33 
Right thigh 45 
Right calf 44 
Left thigh 45 
Left calf 44 

3.3 Judgement of the occluded joint point 

During the movement of the human body, it often happens that the joint point is 
blocked by other parts of the body. Therefore, Kinect cannot capture all the joint 
points or will wrongly recognize the non-joint points. In this paper, the occluded 
points are repaired according to the continuity of human motion and the degree of 
freedom of the joints. According to the results of several experiments, Kinect can 
accurately obtain the information of the trunk points of the human body, but the trunk 
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is easily separated from the limbs. For example, the wrist and the ankle are discon-
nected from the body trunk. This article assumes that Kinect collect credible infor-
mation of head, neck, shoulder and other joints. Accordingly, the only work to do is to 
verify the information about wrist, elbow, knee and ankle. The flow chart to judge the 
occluded skeleton points are shown in Figure 2 below. 

 
Fig. 2. Flowchart of judging the credibility of occluded skeleton joints 

3.4 Kinect-based aerobics auxiliary training system 

Data acquisition, data processing and data analysis are the main part of the system. 
The collected data includes the aerobics coach’s and trainers’ movement data. 
Through the acquisition of aerobics coach movement information, we establish a 
standard aerobics posture database. Data processing refers to the restoration of oc-
cluded joint points to obtain the complete human skeleton information. The data anal-
ysis is to compare the trainers’ movement information with the standard movement 
information and provide the training guide according to the comparison result so as to 
quickly improve the trainers’ exercise effect. The corresponding system framework is 
shown in Figure 3. 
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Fig. 3. . Block diagram of dancing auxiliary training system based on Kinect 

Before model training, it is necessary to set the values for each element in the 
model. Due to the small number of training samples, the model may possibly be less 
accurate if with too many states. In this system, ten dynamic hand sign language of 
"material", "super", "adjustment", "struggle", "competition", "hold", "magnificent", 
"publication", "friend" and "teaching" are recognized, and the state values are tested 
out when each of them remains at the optimal recognition rate. The relationship be-
tween state and recognition results is shown in Figure 4. Table 2 shows the best state 
of each sign language. 
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Fig. 4.  Relation between state and recognition 
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Table 2.  The best states of sign language 

Sign language Material Super Adjustment Struggle Game 
Status value 4 5 9 8 4 
Sign language Held Magnificent Publish Friend Teaching 
Status value 7 7 8 4 3 

3.5 Sign Language Recognition System Design and Implementation 

The sign language recognition system promotes the communication between blind 
people and able-bodied people by reducing communication barriers. When applied in 
schools, the sign language recognition system enables the blind to communicate better 
and more with the normal and live and study healthier. Meanwhile, it provides a new 
access to the implementation of man-computer interaction theories. The flow chart of 
the sign language recognition system is shown in Figure 5. 

 
Fig. 5.  The flow chart of sign language recognition system 
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This study mainly uses Kinect somatosensory equipment to recognize human sign 
language. The hand tracking and identification process is shown in Figure 6. 

 
Fig. 6. Hand tracking and identification process 
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4 Conclusion 

In this paper, the human detection and tracking technology is researched, and the 
fixed-axis-based joint angle representation method is proposed. It improves the way 
to recognize postures in joint terms, identifying human movement accurately. The 
blind aerobics auxiliary training system is designed, which adds visible prompts of 
wrong correction. The authors also introduce the methods to extract feature vectors in 
three scenarios: palm movement, finger movement and static sign language. Finally, 
on the basis of the aforementioned research, the Kinect-based sign language recogni-
tion system is designed, developed and implemented. The experiment results show 
that this system can show the accurate difference between the trainers’ and the stand-
ard movements, enabling trainers to adjust movements and postures so as to raise the 
level of aerobics. In this way, our system reaches the goal of auxiliary training. 
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