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Abstract—Learning time of student is precious, over-practice of target 
knowledge component wastes student’s time, however, under-practice may 
mean the student may not grasp target knowledge component properly. To any 
student, it is helpful if intelligent tutoring system can determine how many prac-
tice opportunities needed for mastery of knowledge component. In this paper, to 
improve student’s learning efficiency, a method of predicted learning curve 
based on grey models is proposed to determine the counts of practice opportuni-
ty for mastery of knowledge component. The experimental results show that the 
predicted value on error rate of practice opportunity over knowledge component 
with the proposed method is much closer to the value of real learning curve than 
the predicted learning curve produced by learning factors analysis. It implies the 
proposed prediction method is potential to present reasonable practices for per-
sonalized tutoring. 

Keywords—Knowledge component, power law, predicted learning curve, 
learning factor analysis, grey models, personalized tutoring 

1 Introduction 

Advances in computerized educational technologies, students and teachers like to 
facilitate their learning and teaching with information technologies in the instructional 
process. For example, learning analytics is used to study how closely student follow-
ing the suggested sequence of courses in a degree curricula and student’s performance 
as stated in [1]. Another example of educational technologies as stated in [2] shows 
that the statistical analysis and visualization based on techniques of association rule 
and clustering can help teachers to understand how students learn and improve their 
learning online learning process. The quantitative relationship between students’ 
browsing behavior and the web pages is mined with a multivariate regression, poten-
tially interested content can be recommended for students as stated in [3]. A learning 
path constructing method is available by using formal concept analysis to generate 
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concept lattice with the keywords extracted from student’s learning resources, then an 
optimized learning path based on the learning objects recommended with preference 
and correlation-based algorithms is presented for students as stated in [4]. Also, many 
studies about learning spaces technology as stated in [5] are surveyed for what learn-
ing space can support dynamic, engaged and inspired learning behaviors of students. 

In a variety of computerized educational technologies, one of most popular and 
successful candidates is intelligent tutoring system (ITS) as stated in [6]. ITS can be 
used to improve the student’s performance with practice opportunities. Dynamic 
Bayesian networks employed by ITS application as stated in [7] can evaluate stu-
dents’ algebraic knowledge with the probabilities based on the defined configuration 
parameters of student’s initial knowledge level, guess rate, slip rate and learning rate 
and decide to do what next practice. In another ITS application as stated in [8], cogni-
tive efficiency of student is assessed by the difference between the standard score of 
performance and mental effort rating of student, adaptive presentation strategy based 
on the cognitive efficiency releases alone or combined practices of database structured 
query language to students for fewer learning activities.  

Generally, ITS tracks the knowledge of student, and evaluates what degree of 
knowledge component (KC, that is a skill, concept, or a fragment of information that 
is used to carry out one task, often along with other KCs) is mastered by the student 
with offering practice opportunities and determines what KC in next step as stated in 
[9]. To better student’s learning efficiency, only necessary and minimum practices of 
the same KC should be provided if the performance of student proves that the student 
mastered the KC as stated in [10]. Predicted error rate in next practice opportunity of 
the same KC is lower than 20%, which was considered as mastery threshold, this KC 
is basically mastered by the student, and thus a new KC will be presented to the stu-
dent by tutor as stated in [11]. Therefore, a key issue in ITS application is how to 
predict student’s performance for next step practice of KC. In this paper, a predicted 
learning curve produced by a kind of machine learning method named grey model is 
used to predict student’s practice performance of KC for the learning efficiency of 
student. 

The rest of paper is organized as follows. In section 2, literature review about 
learning curve is presented. In section 3, one of the additive factor models and grey 
models for predicted learning curve are separately discussed. The experiment and 
discussion are analyzed in section 4. The paper is concluded with a summary of the 
findings in section 5. 

2 Literature Review 

The interactive association between the error rate in performance and opportunities 
of practice is delineated by power law as stated in [12]. Generally, the association 
exhibits that the error rate may decrease along with the amount of practice increasing. 
This function between the error rate and amount of practice is known for “learning 
curve”. In fact, the phenomenon of power law is quite pervasive in the world, such as 
the relationship between number of cities and population in a country. Power law also 

158 http://www.i-jet.org



Paper—Evaluation of Student Performance with Predicted Learning Curve Based on Grey Models… 

occurs in modules comprising software ranging from simple java classes to systems 
using self-contained libraries written in C, Perl and Ruby as stated in [13],  that is, the 
numbers of modules (i.e. class or function) and their references follow power law. 
One of the earlier observations was reported for the phenomena of power law even 
occurring in learning process as stated in [14]. Power law in learning states that to 
acquire a skill, the learning performance and practice opportunities generally follow 
the distribution of power law. Power law in learning is omnipresent, ranging from 
short term tasks about human perceptual to group-based longer term tasks of human 
social behavior in breadth and length, the error rate that people experience decreases 
with practice opportunities pursues a similar pattern as stated in [15]. However, some 
studies have also presented that this kind of power law association between practice 
and performance is not always readily distinct for those practices of complex skills as 
stated in [16], but the decomposition of skill required in practicing each underlying 
KC is applied, a clear power law curve is seen as function between practice and per-
formance.  

In practice, a learning curve presents variations in student performance along with 
practice opportunities. The real learning curves (that is, average observed errors of a 
KC over each practice opportunity) plotted with the data containing much noise may 
present the shape of undulating lines. The learning curve predicted with additive fac-
tor model as stated in [17] is much smoother. A set of customized models based on 
item response theory are used in this additive factor model to predict what perfor-
mance a student may have for each KC on each practice opportunity. The predicted 
learning curves are plotted with the average predicted error of a KC over each of the 
learning opportunities. Due to filtering much of the noise in the log data on student 
learning with the additive factor models, the predicted learning curves appear much 
smoother than the real learning curves. The real learning curve may give a visual clue 
about how well a student may perform over a set of practicing opportunities, the pre-
dicted curves allow for a more precise prediction of a success rate at any learning 
opportunity. The predicted learning curve can be used to measure how much practice 
is needed to master a KC for efficiency, that is, the student is not over-practice or 
under-practice for mastery of a KC. However, this prediction method based on addi-
tive factor model is only used in statistical style for all students. For example, KCs in 
curriculum can be designed again based on this kind of predicted learning curve. 
Therefore, the predicted learning curve based on additive factor model is not effective 
for individual student personalized tutoring. In this paper, an alternative method for 
predicted learning curve based on grey models is started to explore personalized stu-
dent tutoring. 
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3 Methodology 

3.1 Power law curve 

Power law is considered as a probability distribution function, that is, the produc-
tion of probability that a random variable takes a value is proportional to a negative 
power of this value. It is presented in Equation (1):  

  𝑃(𝑥) = 𝑐 ∗ 𝑥()      c > 0, k > 0  (1) 

While power law is linked to learning curve, the parameters Equation (1) are ex-
plained as follows: P(x) is error rate, x is practice opportunities, c is the error rate on 
the first attempt of target KC’s practice opportunities, reflecting the difficulty level of 
target KC; k is the learning rate, reflecting how easy a KC is learned by student. 

A smooth curve in Figure 1 is plotted according to a power function with given pa-
rameters in Equation (1). The other in Figure 1 is plotted based on student’s real per-
formance data. The error rate decreases greatly at the beginning after several practice 
opportunities, and the performance arrives at a stable state with lower error rate after 
more opportunities. Power law is typically applied to individual KCs. As the cognitive 
model in ITS application uses many KCs and has the data about many students, the 
power law model is extended in this context [18], which is called Learning Factors 
Analysis (LFA), one of additive factor models. The information from LFA may be 
used to improve the tutor and the curriculum, for example, instructor can identify 
over-practiced or under-practiced KCs, or individual student over-practiced for specif-
ic KC. 

 
Fig. 1. Power law and learning curve 
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3.2 Learning factors analysis for predicted learning curve 

To quantifiable analysis of student learning KC, a multiple logistic regression 
model is developed, in this LFA model, the dependent variable is whether the student 
answers the question of KC correctly or not. Since a different initial error rate on a 
KC for each student is estimated, student as one of the predictor variables is account-
ed for the dependence. The other predictor variables are KCs, and the interaction 
between KCs and students. This regression in Equation (2) is shown as follows: 

 ln -
./0
1(./0

2 = ∑𝛼5 ∗ 𝑋5 + ∑𝛽9 ∗ 𝑌9 + ∑𝛾9 ∗ 𝑌9 ∗ 𝑇9  (2) 

𝑝59 - the probability that student i knows a KCj correct, 
𝛼5 - the coefficient for each student i, 
𝑋5 - the covariates for each student i, 𝛼5*𝑋5 is the overall proficiency of student i, 
𝛽9 - the coefficient for each KCj, that is, difficulty factor of KCj, 
𝑌9 - the covariates for KCj, 1 for being present, 0 for being absent, 𝛽9 ∗ 𝑌9 is the dif-

ficulty level of KCj, 
𝛾9 - the coefficient for the interaction between a KC and its practice opportunities,  
𝑇9 - the covariates for the counts of opportunities practiced on KCj, 𝛾9 ∗ 𝑌9 ∗ 𝑇9 is 

the mount gained for each opportunity. 
In Figure 2, it shows the real learning curves in red based on the log data of stu-

dents and the predicted learning curves in blue based on Equation (2). In Figure 2-1, 
Learning curves are plotted for KC model “Area”, where data about all related sub-
KCs and all students are used. In Figure 2-2, Learning curves are plotted with data of 
one sub-KC “Area formula” from KC model “Area” and all students. In Figure 2-3, 
learning curves are plotted with data from KC model “Area” and one student. In Fig-
ure 2-4, Learning curves are plotted for KC model “Original”, where data about all 
related sub-KCs and all students are used. In Figure 2-5, Learning curves are plotted 
with data of one sub-KC “Trapezoid area” from model “Original” and all students. In 
Figure 2-6, Learning curves are plotted with data from KC model “Original” and 
another student. All charts in Figure 2 are plotted with data from DataShop [19]. 

In Figure 2, with simple visual inspection, it concludes that the prediction perfor-
mance of LFA model as a statistical method is better for those data from more sub-
KCs and students than for data from less sub-KCs and students. Especially, individual 
student learning curves greatly differ from the predicted learning curve. Therefore 
information from LFA can generally be used to improve the design of KCs in curricu-
lum and tutor. To individual student’s personalized learning, a new method for predic-
tion of error rate is needed. Therefore, two grey models are introduced in this paper to 
fit real learning curve of student for possible personalized tutoring application in ITS. 
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Fig. 2. Real learning curves in red and predicated learning curves based on LFA in blue 

3.3 Grey models for predicted learning curve 

Segments in learning curves in Figure 2 present uptrend or downtrend, and two 
types of trends are switched between them now and again. Therefore two learning 
curve modes in Figure 3 are developed for uptrend and downtrend segments in learn-
ing curve, and they are applied to the predicting error rate on practice opportunities of 
student with the grey models. The learning curve mode in Figure 3-1 shows that the 
error rate of each opportunity in student exploring target KC decreases from high to 
low. Another learning curve mode in Figure 3-2 shows that the error rate of each 
opportunity in student learning target KC rises from low to high.  

 
Fig. 3. Two learning curve modes 
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Power law is an artifact based on averaging, and the exponential function may be 
the best fit for power law as stated in [14]. Therefore, Equation (3) substitutes for 
Equation (1) for the simplicity of predicting error rate. 

 𝑇(𝑥) = 𝑐 ∗ e(?@c > 0, m > 0 (3) 

Some line segments in each real learning curve in Figure 2 are roughly similar to 
two learning modes in Figure 3. The trends of line segments in Figure 2 being similar 
to the patterns of learning curve modes are not even evident. To improve the perfor-
mance of predicting error rate and more simplicity, the grey models of grey system 
theory is used stead of Equation (3). Grey models only require a few items of historic 
data for prediction in next step, and the accumulative operation of grey models can 
make the unobvious trends being similar to two learning curve modes in Figure 2 
evident. The grey models are widely applied to the prediction in a variety of natural 
and social issues, such as transportation effects evaluation on air quality trends as 
stated in [20]. Generally, the nonnegative raw data sequence has no obvious patterns 
in uncertain circumstance as stated in [21], and it is difficult to find a proper curve or 
function for its fitting, however, applying an accumulated generating operation 
(AGO) to such raw data sequence, the resultant sequence monotonically increases and 
has a strong exponential characteristic, then an optimum exponential curve can be 
found to fit the trend of original sequence.  

The following is the definition of AGO, let 	𝐿(C) be the original non negative se-
quence, 𝑙(C) be an element in the sequence, then AGO sequence L(1) can be presented 
as follows: 

 𝑙(1)(𝑘)  =  ∑ 	𝑙(C)(𝑖))
5H1 k = 1, 2, …, n  (4) 

In Equation (4), 𝑙(1) is an element in the sequence	𝐿(1). If the produced exponential 
characteristic in Equation (4) is not yet apparent, AGO operations is applied to the 
sequence again. To recover the original state of data from the accumulative state, the 
operation of inverse AGO (IAGO) is applied to the current data sequence. AGO and 
IAGO are a pair of inverse sequence operators. IAGO operation is defined in Equa-
tion (5) as follows: 

𝑙(C)(1)  =  𝑙(1)(1) 

 	𝑙(C)(𝑘	 + 1) = 𝑙(1)(𝑘 + 1) –  𝑙(1)(𝑘)   k = 1, 2, …, n (5) 

In the grey system theory, the curves fitted by AGO sequences can be represented 
with differential equations. These differential equations are referred to as grey models. 
A variety of grey models corresponding to the different kinds of AGO sequences are 
used for the predication in application fields. One of them is the grey model GM (1, 1) 
for fitting data sequences with exponential type, which describes any monotonic in-
creasing procedure. Another grey model Verhulst is used for fitting sequences with 
saturated trend. The typical curves of two grey models are plotted in Figure 4, where k 
denotes the practice opportunities and 𝑙(C)(𝑘) denotes the error rate in the context of 
predicted learning curve. 
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Fig. 4. Typical curves for grey models GM (1, 1) and Verhulst 

Due to the complexity of student learning process, merely depending on GM (1, 1) 
is not appropriate for predicting the error rate, therefore Verhulst Model in Figure 4-1 
is also used to predict the error rate. Now the two grey models only have capacity to 
fit the curves being similar to the learning curve mode in Figure 3-2. For the curves 
being similar to learning mode in Figure 3-1, the technique of curve flip is used to 
convert original curve into the curve which can be used by the two grey models. The 
detail of this procedure is described in the subsection 3.4. 

GM (1, 1) states a grey model with single variable in first order equation. A type of 
single variable and first order linear dynamic differential equation is shown in Equa-
tion (6) as follows: 

 JK(L)

JM
 + a * 𝐿(1) = b  (6) 

Where 𝐿(1) is the AGO sequence of the original sequence, and the parameters a 
and b are referred to as the development coefficient and grey action quantity respec-
tively, which can be acquired as follows: 

 𝑎O =  P𝑎𝑏R  =  (𝐵T𝐵)(1𝐵T𝑌U (7) 

Where the matrices B and YN are defined as follows: 

 B =  

⎣
⎢
⎢
⎡−𝑧

(1)(2) 1
−𝑧(1)(3) 1
… 										…
−𝑧(1)(n) 1⎦

⎥
⎥
⎤
 (8) 

 𝑌U =	a
𝑙(C)(2)
𝑙(C)(3)…
𝑙(C)(n)

b  (9) 

And the member 𝑧(1)(𝑘) in matrix B is defined as follows: 
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𝑧(1)(𝑘) 	= 	 c
(L)())					d c(L)()(1)

e
    k = 2, 3, …, n (10) 

Then the response sequence of GM (1, 1), that is predicted sequence, can be com-
puted with Equation (11): 

 𝑙f(1)(k + 1)	=	(𝑙(C)(1)	–	i
j
)	𝑒(j)	+		i

j
				k	=	1,	2,	…,	n		 (11)	

Where	𝑙f		is the predicated l.  𝑙f(C)(𝑘 + 1) is acquired by the operator IAGO as  
follows: 

𝑙f(C)(𝑘 + 1)  =  𝑙f(1)(𝑘 + 1) – 𝑙f(1)(𝑘)    k = 1, 2, …, n (12) 

The Verhulst model is a type of single variable and second order differential equa-
tion, which is defined in Equation (13) as follows: 

 JK(L)

JM
 + a * 𝐿(1) = b * (𝐿(1))e (13) 

Where a and b can be acquired from the following Equation (14):  

 𝑎O  =  P𝑎𝑏R  = (𝐵T𝐵)(1𝐵T𝑌U (14) 

Where the matrices B and YN are defined in Equation (15) and (16) separately: 

B =  a
−𝑧(1)(2)
−𝑧(1)(3)…
−𝑧(1)(𝑛)

(𝑧(1)(2))e

(𝑧(1)(3))e…
(𝑧(1)(n))e

b (15) 

 𝑌U = a
𝑙(C)(2)
𝑙(C)(3)…
𝑙(C)(n)

b (16) 

And the member 𝑧(1)(𝑘) in matrix B is same to Equation (12), it is presented in 
Equation (17) again for convenience: 

 𝑧(1)(𝑘) =		c
(L)())	d	c(L)()(1)

e
k = 2, 3, …, n  (17) 

For Verhulst model, its response sequence can be presented as follows: 

𝑙f(1)(𝑘 + 1) =  j	∗	c(L)(C)	
i∗	c(L)(C)	d	(j(i∗	c(L)(C))nop

  k = 1, 2, …, n (18) 

As a matter of fact, one saturated sequence already has some degree of exponential 
form, so the original sequence can be regarded as L(1)  directly. 𝐿(C) in Equation (16) 
should be the IAGO sequence of the original sequence. Therefore, for Verhulst model, 
the predicted values of the original sequence can be acquired with Equation (18). 
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3.4 Prediction procedure 

Grey model GM (1, 1) and Verhulst are used to predict the error rate based on most 
recent three historic data. An example of practice opportunities is given for how to get 
subsequence from a raw sequence as follows: 

[4, 3, 1, 0, 0, 4, 3, 1, 1, 2] 
Subsequence [4, 3, 1] from the raw sequence is extracted to build the grey model 

for initial prediction of error rate. The subsequence window is shifted to new data in 
next step, that is, the next subsequence is [3, 1, 0].  With the new subsequence, anoth-
er new grey model is constructed for the prediction in next step. Repeat the building 
grey model process until the last subsequence. The two learning curve modes in Fig-
ure 3 are one of possible forms about real learning curves. In fact, the variants of two 
learning curve modes are also practical in real learning. They are shown in Figure 5. 

 
Fig. 5. Two learning modes and their variants 

With the subsequence and determining its corresponding learning curve mode, the 
adequate grey model is chosen. The prediction procedure of grey model for the error 
rate of next practice opportunity is as follows: 

Step 1: If a raw sequence length is equal or greater to 4, it is prepared to build the 
subsequence.  

Step 2: Much unwanted fluctuation is contained in raw data, which shall be 
smoothed before prediction. Smooth technique reduces noise-based fluctuations in the 
sequences. The modified moving average of order 3 in the experiment is used to re-
duce fluctuation from the subsequence. A common smoothing method is the weighted 
moving average of order k as stated in [22]. A subsequence (𝑙1, 𝑙e, 𝑙q) is smoothly 
processed with the weighted moving average of order 3 as follow: 
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 q∗	cLd	cr
s

cLd	e	∗	cr	d	ct
s

crd	q	∗	ct
s

 (19) 

Step 3: What learning curve mode about a subsequence can be determined by two 
grey modes in subsection 3.3. To predict the error rate, first thing, what learning curve 
mode of subsequence should be known. If the curve type of subsequence belongs to 
Figure 5-3 or 5-4, the corresponding grey model is GM (1, 1) or Verhulst separately. 
If the curve type of subsequence belongs to Figure 5-1 or 5-2, first do up flipping for 
them, the curve type will be converted to Figure 5-4 or 5-3. Then, use this up flipping 
subsequence to build grey model for the prediction of error rate. For those subse-
quences belonging to learning curve mode Figure 5-1 and 5-2, the current result of 
prediction is not the real result of original subsequence. The expected prediction is 
acquired with doing down flipping again.  

Step 4: In this step, build grey models based on the curve type of subsequence and 
predict the error rate in next practice opportunity until the sequence ends. 

4 Experiment 

Dataset “Geometry Area (1996-97)” in DataShop is used in the experiment. The 
number of student is 59. Total number of transactions is 6,778. Total number of KC 
models is 50, in which 10 KC models are randomly chosen in the experiment. 

For each prediction, the predicted error rate of practice opportunity based on two 
grey models is compared with the predicted error rate based on LFA model. For anal-
ysis of two prediction methods’ pros and cons, root mean square error (RMSE) is used 
as evaluation measure. Better the degree of fitting real value is, lower RMSE is. 
RMSE is computed as follows: 

 RMSE = u∑ (./(.O/)rv
/wL

x
  (20) 

Where 𝑝̂5  is the predicted value of error rate of practice opportunity on original 
value of error rate 𝑝5, which is error rate for all students’ first attempt (i.e., students’ 
incorrect answer or hint), and n is number of practice opportunity for target KC. In 
Table 1, it is RMSE summary for randomly chosen 10 KC models. Each KC model 
consists of some KCs. RMSE of grey models is much better than LFA. It shows that 
grey models have good capacity to predict the error rate of student performance. LFA 
is successfully used to redesign KCs for all students practicing reasonable opportuni-
ties by identifying hidden KCs or poorly defined KCs, on the whole, students use less 
time to finish learning KC, additionally, predicted learning curve based on LFA also 
indicates if students have effective learning as stated in [23].  

However, in Figure 2-3 and 2-6, two real learning curves of individual student 
compared with predicted learning curves based on LFA presents to largely fluctuate. 
Individual student apparently cannot get the better recommendation on individual 
practicing opportunities for the mastery of target KC with LFA prediction.  
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Table 1.  RMSE values comparison between LFA and grey model for KC models 

KC Models Number of KC RMSE of LFA RMSE of Grey Mod-
els 

Area 2 0.4274 0.1597 
Circle-Collapse 8 0.4058 0.3091 
Concept 9 0.4089 0.3091 
Decompose 13 0.4048 0.1433 
Geometry 1 0.4274 0.1523 
Original 15 0.4072 0.0648 
Single-KC 1 0.4285 0.1517 
Single_Plus_Unique 133 0.4534 0.1519 
Textbook 12 0.4048 0.1560 
Unique-step 132 0.4008 0.0732 

 
In Table 1, RMSE of grey models is much better than RMSE of LFA, it seems to 

provide better predicting of practice opportunities for KC mastery. In Figure 6, x axis 
is number of practice opportunity, y axis is student performance. In Figure 6, it shows 
that predicted learning curves based two prediction methods and real learning curves 
about 10 KC models in Table 1. 

It seems to totally overlay between real learning curves in blue and predicted learn-
ing curves in green based on the grey models. Once such charts in Figure 6 expand, it 
shows the predicted learning curves based on the grey models are often lagged in 
some practice opportunities compared with real learning curves. This kind of lagging 
occurs in inflection point of real learning curve. 

The grey models in subsection 3.3 work well if learning curves are only down or 
up tendency. In subsection 3.4, grey models’ computing based on moving windows 
technique only adapts to the same tendency change in real learning curve for predict-
ing error rate in next practice opportunity. However, once inflection point occurs in 
real learning curve, grey models are defeated as they do not have any information 
about practices of inflection points, such as a practice crossing how many KCs, repre-
sentation method of practice et al. 

If such information is fed into grey models in advance, grey models’ computing 
based on moving windows technique shall adjust its direction in some degree, and it 
may improve the prediction for the error rate of next practice opportunity in real 
learning curve. 
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Fig. 6. Predicted learning curves in green based on grey models and in red based on LFA 

5 Conclusion 

In this paper, the two grey models are used to predict the error rate of student’s 
each practice opportunity for target KC. The experimental result shows that the pre-
diction of proposed method based on the grey models is much better than LFA. It 
reveals the proposed method has capacity to recommend the number of practice op-
portunity for individual student. However, the defect of one inflection point in real 
learning curve exists in the current version of proposed method, and its initial possible 
solution is discussed. In future, how to acquire and evaluate information about KC 
practices of inflection points in real learning curves shall be studied for individual 
student personalized tutoring in ITS. 
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