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Abstract—Due to the lack of face to face interaction in online learning envi-
ronment, this article aims essentially to give tutors the opportunity to understand 
and analyze learners’ cognitive behavior. In this perspective, we propose an au-
tomatic system to assess learners’ cognitive presence regarding their social inter-
actions within asynchronous online discussions. Combining Natural Language 
Preprocessing, Doc2Vec document embedding method and machine learning 
techniques; we first make some transformations and pre-processing to the given 
transcripts, then we apply Doc2Vec method to represent each message as a vector 
that will be concatenated with LIWC and context features. The vectors are input 
data of Naïve Bayes algorithm; a machine learning method; that aims to classify 
transcripts according to cognitive presence categories. 

Keywords—E-learning, asynchronous online discussion, Community of In-
quiry, cognitive presence, text classification, doc2vec, machine learning, naïve 
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1 Introduction 

In the last decades, the development of communication technologies has brought 
important changes and improvement to the learning process. In fact, the new education 
relies on the use of information technologies to facilitate distant learning and infor-
mation sharing regardless of time-space constraints. Asynchronous online learning, a 
new form of education, has become an important channel for knowledge construction 
and social interaction between learners and tutors[1] [2] [3]. One of the current chal-
lenges of today’s online education is to predict students’ behavior and engagement dur-
ing the learning process in order to motivate them and help them succeed. However, 
the latent nature of engagement; especially the cognitive engagement which reflect 
learners’ mental efforts with the learning environment; makes its prediction difficult 
and challenging[4]. 

Therefore, students’ written messages in asynchronous online discussion contain rel-
evant information about their critical thinking and mental efforts that should be cap-
tured and understood for sufficient and effective learning. In this regard, Community 
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of Inquiry (CoI); a successful validated model of distance education; provides a coding 
scheme instrument to analyze messages according to three essential dimensions; also 
known as presences; social, cognitive and teaching presence. In our work, we toggle 
the cognitive presence since it has a direct impact on learners’ critical thinking and 
learning [5]. This later defines four phases that can learner achieve: Triggering Event, 
Exploration, Integration and Resolution. The CoI instrument describes each phase with 
a set of indicators of particular theorized socio-cognitive processes and takes each mes-
sage as a unit of analysis. In fact, the coding scheme has been proven to be very useful 
and exhibits sufficient levels of inter-rater reliability to be considered as a valid con-
struct [6].However, the use of this type of instrument is time-consuming and needs the 
intervention of experienced coders since it requires manual work. Manual analysis of 
textual data is considered painful and labor-intensive by many researchers due to the 
huge amount of information to sift through [7] [8] [9]. 

Different methods have been proposed to address this issue. Text Mining is the most 
used text-based method that can be efficient for analyzing textual data and capturing 
relevant and hidden patterns. TM is a process that combines different techniques as 
preprocessing, knowledge discovery and data mining[10]. In this perspective, we aim 
to automatically assess the level of cognitive presence in asynchronous online discus-
sion transcripts using Text Mining approach. Specifically, we use NLP for processing 
natural language textual-data, then Doc2Vec, a document embedding method, for mes-
sage representation before the classification step using Naïve Bayes as a machine learn-
ing algorithm for categorization. 

The remainder of this article is organized as follows: in the first section, a literature 
review on automatic classification as well as the use of embedding techniques is pre-
sented. The second section presents the automatic assessment system for cognitive pres-
ence by defining the cognitive presence concept and describing the system architecture 
and its functioning. The implementation procedure and technical requirement will fol-
low. Finally, we discuss results and draw a conclusion with perspectives of research. 

2 Related Works 

Recently, numerous researches and works are interested to use textual data and em-
bedding methods for automatic classification in several fields. 

The work in [11] proposes an automatic classifier for products presented by an inte-
grated online-to-offline (O2O) service platform. In this perspective, they capture the 
semantics of words within the context of a product description by adapting doc2vec 
algorithm; a document embedding technique. In terms of classification accuracy, results 
have shown that doc2vec had significant improvement compared to bag-of-word mod-
elling and word-level embedding. 

Every text classification has a training data imbalance issue especially sentiment and 
emotion analysis where multiple categories produce skewed training data. Therefore, 
the contribution of[12] uses word embedding compositionality to develop an over-
sampling method. Results show the effectiveness of the method regarding the data 
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imbalance problem and the great improvement for both the binary sentiment classifica-
tion and the multi-class emotion classification. 

In the field of social media, text classification has an important role of understanding 
users’ behavior. In this perspective, researches in[13] propose an adaptive approach 
namely TD2V; Twitter-based universal document representation; using doc2vec 
method. The method achieves a better classification accuracy regarding the existing 
ones. 

Several researches used text classification for sentiment analysis, sometimes with 
TF-IDF technique or Bag-of-Word method but contributions in sentiment classification 
based on Doc2vec method have shown a high performance and accuracy than oth-
ers[14] [15] [16]. 

According to the literature review, embedding techniques have shown their effec-
tiveness in text-based classification system but still not been studied for classification 
problems in asynchronous online learning. This motivates us to examine the effective-
ness of doc2vec method for assessing learners’ cognitive presence level by analyzing 
their social interaction within asynchronous online discussion forums.  

3 Automatic Assessment System for Cognitive Presence 

In what follows the proposed automatic system for assessing cognitive presence and 
its functioning will be presented after an overview of cognitive presence. 

3.1 Cognitive presence: A community of inquiry dimension 

Community of Inquiry (CoI) is a pedagogical framework developed by Garrison, 
Anderson and Archer in 1999 [17]. Those later aims to develop students’ critical think-
ing by the integration of inquiry-based learning throughout their lasting communica-
tion. Therefore, in the computer-mediated communication CoI represents a theoretical 
model based on social-constructivist pedagogies which describes three dimensions; 
cognitive presence, social presence and teaching presence; that work together to create 
a complete learning experience [18]. Ensuring the balance and the integration of these 
presences is essential for an effective learning. 

Since it has a direct impact on student learning and critical thinking, cognitive pres-
ence represents the core construct in the CoI model. For Garrison, Anderson and Archer 
[5] “Cognitive presence is defined as the extent to which learners are able to construct 
and confirm meaning through sustained discourse in a critical community of inquiry”. 
The cognitive presence construct is operationalized through the practical inquiry model; 
see Figure 1; that defines four phases of critical thinking process: 

• Triggering event—the phase in which a problem, issue or dilemma is defined. 
• Exploration—when students are able to understand the basic nature of the problem 

and develop their critical reflection. 
• Integration—students can analyze and synthesize relevant information. 
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• Resolution—new ideas and solutions are presented to the original problem. In our 
research, we focus on cognitive presence since it can capture learners’ development 
of critical and deep thinking skills during the learning experience. In fact, we aim to 
assess learners’ cognitive presence level according to their participation in asynchro-
nous online discussion. 

3.2 Contribution 

 
Fig. 1. Practical inquiry model for cognitive presence 

We propose a system that can automatically assess learners’ level of cognitive pres-
ence according to their social interaction within asynchronous online discussion forum 
using Text Mining and Doc2vec embedding method. Inspired by the word embedding 
technique, Doc2vec is used to extract surrounding word vectors that are specific to a 
document[19]. Generally, it’s an unsupervised framework of learning continuous dis-
tributed vector representations for larger blocks of texts, such as sentences, paragraphs 
and documents. Therefore, we use Doc2vec as an embedding method to represent our 
messages into vectors so the machine-learning algorithm can understand them. 

Our objectives: The proposed assessment is beneficial to both better understand 
learners’ critical thinking and cognitive commitment as well as to develop a sophisti-
cated learning environment for a better scaffolding. Among our objectives: 

• Providing relevant information about the level of students’ cognitive presence in a 
less time-consuming and labor-intensive way.  

• Giving instructor the opportunity to use results for a better monitoring and ensure a 
continued functioning for an effective learning. 

3.3 Architecture of the proposed system 

To ensure our main objective; which is none other than automatically detect learner’s 
level of cognitive presence; the proposed system has three main steps. 

Since discussion forum transcripts are generally written in human natural language 
we first apply natural language preprocessing on the data set to have a clean and 
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understandable text. Then Doc2Vec; document embedding method; is used to represent 
messages as vectors concatenated with LIWC features and context discussion features. 
The final step consists of using a Naïve Bayes-based classifier in order to determine for 
each given message the CoI-cognitive presence phase it belongs to. 

 
Fig. 2. Illustrate the architecture of the proposed system.  

3.4 System Functioning 

Data set description: The data set used in this study comes from discussion forum 
samples of different courses in software engineering offered through an online learning 
platform. The whole data set was coded by two experts according to the four levels of 
cognitive presence based on the coding scheme instrument defined by the Community 
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of Inquiry model. The inter-rater agreement was good: percent agreement = 80%.The 
disagreement was generally observed with exploration and integration phases due to 
the convergence of their meaning, at the end the two coders agree on the totality of 
messages codes and manage to find a middle ground. 

Pre-processing: Since asynchronous online discussion generates a huge amount of 
transcripts in human natural language, we aim to do some preprocessing using NLP: 
Natural Language Preprocessing. This step relies on making the textual data clean and 
understandable by doing necessary transformations. For instance, we use three essential 
methods for processing text-based data: 

• Method 1: Stop words: consists of removing all the irrelevant words that don’t carry 
semantic information. 

• Method 2: Spelling correction & Slang replacement: corrects any spelling mistakes, 
abbreviation and slang words like the word ‘LOL’ which can be corrected to the 
phrase ‘Lot of Laugh’. 

• Method 3: Stemming & Lemmatization: Stemming to find stem of a word by strip-
ping prefix or suffix. Lemmatization to identify the lemma of a word. For example, 
the word assimilator is lemmatized to the word ‘assimilate’ 

Features extraction
Doc2vec: Text classification using machine learning techniques needs structured 

data at the input. However, our data set represents learners’ transcripts through asyn-
chronous online discussion which are unstructured data. At this level, we need to rep-
resent each message by a specific vector. Several representation methods exist and the 
most popular are:

• Bag-of-Word (BOW): A method that represents a message as a vector of term fre-
quencies. 

• Word2Vec: A word embedding technique that predicts surrounding words of a 
given one. Word embedding composition is a method for superior data representa-
tion when data are skewed and sparse[12]. 

• Doc2Vec: Inspired by the word embedding techniques, it implements the method of 
distributed representation of paragraphs[15]. 

However, the BOW-based feature extraction ignores the semantic representation and 
words ordering. While Word2Vec has proven its effectiveness in a word-level repre-
sentation. Therefore we adopt the Doc2Vec method since it can extract surrounding 
word vectors that are specific to a document, in our case the hall message, unit of anal-
ysis. 

In our system and after implementing doc2vec method every message i is represented 
by a vector ={ , , , . . . ,  } where n is the vector_size value that represents 
the dimensionality of the feature vectors. 

Besides the message representation, we extract two types of indicators; LIWC (Lin-
guistic Inquiry and Word Count) features which are indicative of different psychologi-
cal processes including cognitive one and discussion context features that represent rel-
evant information about each message. 
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LIWC features: In our approach, we try to understand how cognitive presence can 
be captured within discourse. So, we use LIWC that represent a transparent program 
for text analysis to make a count of words in psychologically meaningful catego-
ries[20]. LIWC program analyzes written messages and the text analysis module com-
pares each word detected in the text against adictionary that identifies which words are 
associated with which psychologically-relevant categories (e.g. cognitive, affective, so-
cial, etc.). In our case, we analyze according to the cognitive category. Thus, after the 
program has read and accounted for all words in the given message, it gives the results 
as percentage of total words that match the cognitive categorys 

Discussion context features: For more precision and credible results, we incorporate 
context information in our feature space. Therefore, we include some features related 
to the transcripts like: 

• Message width: an integer variable indicating the number of words within a message. 
• Message depth: an integer variable showing the position of a given message within 

a discussion. 
• Number of children belonging to a message: an integer variable indicating the num-

ber of replies a specific message received. 
• Number of votes: an integer variable showing the number of votes collected for a 

given message.  

After the step of feature extraction, we concatenate the obtained values of LIWC and 
discussion context features with the vector  in order to have a more specific vector 
for each message.  

Classification: Within text classification process the application of machine learn-
ing algorithm is essential. In our system, we choose to use Naïve Bays algorithm to 
classify learners’ messages according to four categories of cognitive presence. Naïve 
Bayes represents a classical method for document classification [21] [22] [23] based on 
Bayes’ theorem 

Considered as a supervised learning method NB can predict class membership pos-
terior probabilities. For instance, the probability that a given message belongs to a par-
ticular cognitive presence category. 

In our work, we attempt to determine in which class a given messageis belonging to 
knowing that we have C classes (e.g. C=4; the four phases of the CoI-Cognitive pres-
ence). Therefore, NB-classifier will predict that belongs to the class  having the 
highest posterior probability, conditionedon . 

Let’s take the message number l.  is predicted to belong to the class Ci if and only 
if: 

P(Ci| ) > P(Cj| ) for 1 ≤ j ≤ k, j ≠ i, k: number of classes 

Thus we detect the class that maximizes P(Ci| ). In fact, Ciis called the maximum 
posterior hypothesis. By Bayes’ theorem: 

 𝑃𝑃"𝐶𝐶$%𝑀𝑀'((((⃗ * =
,"-.(((((⃗ |01*,(01)
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3.5 Implementation 

In our case, we use python programming language to implement our classifier with 
several software packages: 

• For NLPwe used Natural Language Toolkit NLTK 3.3 for preprocessing[24]. 
• For implementing doc2vec method we used gensim’s doc2vec library and numpy 

package for multidimensional array object. 
• For LIWC features we used an online API[25]
• For developing Naïve Bayes classifier, we used Bernoulli NBscikit-learn package 

withscipy math library[26]. 

4 Results 

The purpose of the implementation is training the proposed system and evaluate its 
efficiency and accuracy. Thus, we start by training the doc2vec model with training 
data, four documents which are tagged by the four phases of cognitive presence (TE, 
EX, IN and RE), and each document includes messages belonging to a specific phase 
Figure 3. Then the model will generate vectors for each document and predict vectors 
for testing dataset using inference function in doc2vec. The objective being to have a 
document vector for every new document. 

 
Fig. 3. Training Doc2vec model 

After that, we start training Naïve Bayes algorithm with messages’ vectors and to be 
sure of its sufficiency in our case regarding other algorithms, we compare in table 1. 
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Accuracy results (classification accuracy, cohen’s K, recall precision and f1 score) for 
three algorithms: Naïve Bayes, SVM, Logistic Regression 

Table 1.  Accuracy measures for machine learning algorithm 

 Naïve Bayes SVM Logistic Regression 
Classification Accuracy 0.7647 0.7058 0.6470 
Cohen’s K 0.6866 0.6064 0.5299 
Recall precision 0.689 0.689 0.753 
F1 score 0.7705 0.6784 0.6605 

 
We can see that NB have shown the best results for classification accuracy, cohen’s 

k and F1 score. But for the recall precision LR wins with a difference of 0.07 which 
make NB the adequate algorithm in our case. Figure 3. Depicts the precision-recall 
measure for each class, in our case cognitive presence phases (TE, EX, IN, RE) 

 
Fig. 4. Precision-Recall Curve 

We remark that Integration phase achieves the best recall score followed by the Trig-
gering Event phase and Resolution in the third place and finally the exploration phase. 
The differences are usually due to the correlation between phases and confusion that 
could coders have between levels. 

5 Conclusion 

In this paper, we aim to develop an automatic system based on text classification for 
assessing learners’ cognitive presence by coding their discussion messages according 
to its four levels. The obtained classification accuracy is ~ 0.77 and Cohen’s k ~ 0.69. 
Therefore, the performance of the proposed system is considered to be in the range of 
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a substantial level of agreement. Our approach is essentially based on learners’ social-
interaction in asynchronous online discussion to analyze and assess their critical think-
ing and cognitive behavior. In this perspective, we start by collecting students’ tran-
scripts and making some transformation using NLP methods in order to prepare data 
for the step of features extraction. This later combine three types of features: 

• Doc2vec feature vectors: since we have text-based data and machine learning don’t 
accept unstructured data, we use doc2vec embedding method to represent each mes-
sage by a specific vector. 

• LIWC feature: percentage of total words that match the cognitive category in a given 
message. 

• Discussion context feature: context features related to the transcripts like: Message 
width, Message depth, Number of children belonging to a message, Number of votes.  

At the last phase of the proposed system, the resulted vectors are inputs of a Naïve 
Bays classifier that categorize messages into the four levels of cognitive presence. 

As perspective, we intend to use results for predicting learners’ cognitive engage-
ment and give tutors a real time interaction with learners for a better monitoring. 
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